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It’s a simple concept:

When you get answers faster,
you can ask more questions.

IBM Netezza: The Simple Appliance Built for Serious Analytics
IBM Netezza high-performance data warehouse appliances are purpose-built 
to make advanced analytics on big data simpler, faster and more accessible. 
By bringing simplicity to advanced analytics, we help companies maximize 
the full potential of their data in ways that were previously unthinkable— 
fueling entirely new, game-changing ways of working.

To learn more and find out how you can test drive an IBM Netezza data  
warehouse appliance on your site, with your data, visit www.netezza.com.

© 2011 Netezza Corporation, an IBM Company. All rights reserved. All other company, brand and product names contained herein may be trademarks or registered 
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hen the lights went up on a famous television studio stage in February, it felt like 
the start of a new era. Even five years ago, who could have envisioned a computer 
capable of playing Jeopardy!, let alone winning?

With this issue of the magazine, we mark both the achievement that Watson 
represents and the critical contributions that data professionals made to the project. 
And in our cover story on big data, we suggest that—amazing as it is—Watson is 
the second act of an ongoing production.

In the first act of The Machine Show, we asked computers to find the answers 
to questions faster than ever before. Deep Blue played the part of The Machine, 
successfully answering the question, “What’s the best move?” better than its human 
co-star, Gary Kasparov.

In the second act, the challenge was even greater: before it could search for the 
answer, Watson had to tease apart the subtleties of language and layers of meaning 
to decide what the question was. The Watson team needed to solve big data: 
storing and searching a nearly infinite variety of data at previously unimaginable 
volumes and speeds. And as they and others grapple with that challenge, the out-
lines of the next stage are beginning to come into view.

With the right tools and approach, big data becomes a place that you explore 
without preconceived notions about what you’ll find—without predefined struc-
tures or queries. In the third act of The Machine Show, we will ask computers to 
go beyond finding the answers to our questions, or even understanding what the 
questions are—we’ll ask them to decide what the questions should be.

I usually close by asking you to send your thoughts, comments, suggestions, 
and article ideas to us at editor@tdagroup.com. This issue, I also want to encourage 
you to check out our electronic edition at www.ibmdmmagazinedigital.com. It has 
everything that you love about the print edition in a convenient, paper-free format. 
You can easily share articles with friends and colleagues, click directly through to 
article and partner resources, and access a full archive available to subscribers. 
You’ll also find us on IBM developerWorks at ibm.com/developerworks. See for 
yourself today!

Thanks for reading,

Cameron Crotty

management
data

GROUP

knowledge. PeRFoRMance. Results.                                         



SRS_wreck_Mar2011_IBMData_final  3/31/2011  7:48 AM  Page 1

http://www.relarc.com/form/beyond_restart_and_concurrency


4 IBM Data ManageMent     Issue 2, 2011

he wisdom of crowds isn’t an oxymoron. 
Large groups have an uncanny ability 
to get the right answers—just see 
James Surowiecki’s famous book 
on the subject for proof. So it’s not 
unreasonable to say that the Information 
Governance Community (IGC) is 
getting smarter with each passing 
month. The group, chaired by IBM’s 
Steven Adler, recently hit a major 
milestone when it attracted its 1,500th 
new member, a signal that the desire 
for stronger information governance 
capabilities is growing worldwide.

Increasing concern about the size  
and complexity of information that 
companies need for compliance and 
competitiveness—and how to manage it 
well—is driving the rapid growth of the 
organization. The IGC offers the opportu-
nity to network with peers and thought 
leaders. Its aim: to develop standards  
and best practices to deal with the 
challenges of the emerging discipline.

“We started it as a way to listen to our 
customers, mostly in the United States 
and Canada,” says Adler. “Now we’ve got 
a really diverse membership, including 
more than 100 members in South Africa 
and more than 80 in Belgium, which 
proves that information governance is a 
big challenge internationally,” he says. 

Make no mistake, organized informa-
tion governance is still in its infancy. For 
example, there is still plenty of discus-
sion about exactly which topics should be 
included in the realm of information gov-
ernance, which is sometimes defined 
as “multidisciplinary structures, policies, 
procedures, processes, and controls imple-
mented to manage information on all media 
in such a way that it supports the organi-
zation’s immediate and future regulatory, 
legal, risk, environmental, and operational 
requirements,” according to Wikipedia.

That’s a mouthful—but is it useful or 
even meaningful? The IGC is working 
to define what information governance 
should mean in daily practice. It is also 
refining a maturity model that organiza-
tions can use to evaluate and improve their 
capabilities. (A maturity model explains 
different stages, techniques, and mile-
stones in companies’ paths toward 
effective information management.)

“We needed an organic way to look 
at maturity, so we open-sourced the 
task,” says Adler. The goal, he says, is 
to share ideas and best practices on 
everything related to handling informa-
tion well, so that people can see how their 
enterprises are doing in critical areas. 

Members can also perform an online 
audit of their organizations’ information  

governance practices by answering a 
series of 180 questions. Based on the 
evaluation results, the IGC provides 
suggestions and networking opportuni-
ties for members to discover new ways 
to improve their organizations’ gover-
nance. IGC also uses the survey results 
to understand the state of information 
governance worldwide.

At the upcoming IBM Information On 
Demand Global Conference in Las Vegas, 
Nevada, the group plans to give awards for 
outstanding examples of information gov-
ernance. For more information, visit www.
infogovcommunity.com. To join the IGC, see 
www.infogovcommunity.com/login_form.

In a related story, IBM is accepting 
registrations for its Information Integration 
and Governance Forum 2011, which 
consists of in-person seminars in major 
cities in North America, Europe, and  
the Asia-Pacific region. Knowledgeable 
professionals will discuss new ways to 
achieve data-driven insights and make 
better business decisions. The forum  
will also demonstrate why investing in  
governance programs is critical to 
achieving better business results.

To register for the IBM Information  
Integration and Governance Forum 2011, 
please visit ibm.com/software/data/ 
information-integration-governance/forum. 

NEWSBYTES

t
     IGC draws  
1,500 members,  
       solicits best  
       practices ideas 

 InformatIon  
GovernanCe  
  Community  
GrowinG       
   worldwide



IBM and Novell have partnered to add 
new free SUSE templates for IBM DB2 
for Linux, UNIX, and Windows (LUW) to 
Novell’s SUSE Studio, a service that helps 
developers build software appliances for 
the SUSE platform.

Software appliances are preconfigured 
disk images containing an application, 
middleware, a database, and a minimal 
operating system. Now, SUSE Studio users 
can build appliances that incorporate DB2 
applications, thanks to the new integrated 
DB2 Express-C template; DB2 is also now 
available as a software appliance in the 
SUSE Gallery of Linux Appliances. 

“We’re lowering the time and cost 
required to get up and running on DB2 
on the SUSE platform,” says Boris Bialek, 
director of Information Management Tech-
nology Ecosystem and the leader of the 
project. “ISVs and other developers can 

build on one template, then export it to  
different output formats,” he says.

In addition, the IBM Smart Analytics 
System 1050 and 2050 (information 
management solutions for departments 
and midsize businesses) as well as the IBM 
Information Management in the Amazon 
Cloud (which enables DB2 and Informix 
database software to run on the Amazon 
Elastic Compute Cloud, or EC2) are 
available on Novell’s Linux-based operating 
system, SUSE Linux Enterprise.

The IBM-Novell collaboration could 
extend the reach of DB2 applications on 
that platform. Bialek allows for the possibility 
that IBM will distribute other software for 
SUSE developers in the future. “I don’t see 
why not,” he says. “This has been a very 
productive project, and it brings new IBM 
information management capabilities to 
many more developers and customers.”

IBM, Novell improve tools for  
DB2-on-SUSE Linux development

Availability
The IBM DB2 certified appliance is  

available within SUSE Gallery at  

http://susegallery.com/a/CT44P8/ 

db2-express-c-972-sles11-sp1-64-bit or  

http://susegallery.com/a/CT44P8/ 

db2-express-c-972-sles11-sp1-32-bit.  

For more information about the  

SUSE Appliance Program, visit  

www.novell.com/appliances.  

 

For a full range of SUSE Linux Enterprise 

appliances with IBM, visit  

www.novell.com/ibm/appliance.

Do You Know SUSE Like IBM Knows SUSE?



If you’ve ever been caught between two 
vendors while analyzing a network or 
application problem—or made the problem 
worse by using a performance monitor that 
consumes system resources or broadcasts 
even more traffic—ExtraHop Networks has 
good news.

The ExtraHop Application Delivery 
Assurance system—which now supports 
IBM DB2 as well as Informix—performs 
deep analysis of database protocols down 
to the statement level in real time. It provides 
statistics indicating how much network traffic 
results from each command or network 
process, how long transactions take to 
execute, and where failures occur. 

This means that database and system 
administrators can often determine exactly 
where bottlenecks occur—and whether 
they’re the result of database problems, other 
applications, or configuration problems in 
networks or servers. Such information can be 
invaluable when mobilizing resources to fix 
performance drags.

“When application performance begins to 
slow, the database administrator usually gets 
the blame,” says Jesse Rothstein, CEO and 
co-founder of ExtraHop Networks. 

ExtraHop is used to isolate problems to 
particular processes, which can then be 
debugged using profilers designed for even 
deeper analysis on IBM DB2 and Informix. 
(Other major database environments and 
applications are also supported.)

Unlike many probe- and agent-based 
systems, the ExtraHop solution doesn’t 

broadcast its own traffic or consume valuable 
system resources. Instead, the appliance 
makes a copy of network traffic and analyzes 
it on its own hardware.

“The problem with most of the database-
specific troubleshooting tools on the market 
today is that they consume too many system 
resources, rendering them largely ineffective 
for running in a live production environment,” 
says Rothstein. “Because the ExtraHop 
system takes a completely passive approach, 
database performance is not impacted, 
enabling the database administrator to 
pinpoint issues in a fraction of the time 
without having to worry about bogging down 
the entire system,” he says.

Some of the typical problems that ExtraHop 
can troubleshoot include virtualization server 
misconfiguration, application problems, and 
some classes of hardware problems.

Several models of the ExtraHop Application 
Delivery Assurance system are available. The 
ExtraHop 2000—with a list price starting 
at $59,000—processes up to 1 Gbps of 
traffic and provides real-time analysis for as 
many as 300 devices. The ExtraHop 5000 
system is built for more demanding enterprise 
environments, and it processes up to 10 Gbps 
of traffic, providing real-time analysis for 
as many as 1,000 devices. The ExtraHop 
Central Manager supplies the ability to review, 
manage, and report on multiple devices. 

 More InforMatIon
 www.extrahop.com
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extraHop application 
performance management 
solution now supports DB2

Get the Latest 
      Updates   
    with Refreshed IBM  
      Information Management     
      Courses on Privacy, DB2 9,  
      and Other Hot topics  

The IBM Information Management 
portfolio continues to be enhanced 
with courses to help data professionals 
update their skills. The following courses 
have recently been updated:

� Implementing Initiate HL7 Query 
Adapter

� Implementing Initiate Message  
Broker Suite 

� Information Analysis 

� Initiate Technical Boot Camp with 
Sample Implementation Project 

� Initiate Fundamentals 

� Initiate Technical Boot Camp 

� DB2 9 for z/OS Utilities for  
Database Administrators 

� DB2 9 for z/OS Database  
Administration Workshop Part 2 

� z/OS and DB2 Basics for DB2  
for z/OS DBA Beginners 

� Introduction to DB2 for z/OS for 
Systems and Operations Personnel 

� Using Optim Data Privacy Solution 

� Informix 11.7 New Features 

  More InforMatIon 
bit.ly/IMCourses

?Whaddaya Mean, 
  It’s a Software 
       Problem?

NEWSBYTES

Prove thy Informix Skills!
Certify your skills today by taking IBM’s latest Informix exam. Passing this test of your Informix prowess 
shows employers that you have the important knowledge, skills, and abilities necessary to configure, 
install, monitor, and troubleshoot Informix Dynamic Server 11.7. 

 More InforMatIon
 ibm.com/certify/tests/ovr919.shtml
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The 2011 Semantic Technology 
Conference (#SemTech) will be 
held June 5–9, 2011, at the Hilton 
Union Square in downtown San 
Francisco. Now in its sixth year, 
SemTech 2011 is the world’s 
largest educational conference 
for executives, technologists, 
researchers, investors, and 
customers involved with semantic 
technologies, including Semantic 
Web, linked data, content manage-
ment, text analytics, and search.

  More InforMatIon 
http://semtech2011. 
semanticweb.com  

Semantics in 
San Francisco

The Data Governance and 
Information Quality Conference 
(DGIQ 2011) addresses the needs 
of business and IT executives 
who are responsible for business 
performance, measurement, 
risk analysis, and accountability 
through effective data and 
information management. It will 
be held June 27–30, 2011, at the 
Catamaran Resort Hotel and  
Spa in San Diego. 

DGIQ 2011 will feature six  
conference tracks and four full  
days of presentations and tutorials. 
Case studies will be presented 
by ConAgra Foods, Sallie Mae, 
Merck, Conoco Phillips, Cisco  
Systems, Alere Health, Swiss 
Re, Warner Brothers, Lexmark, 
MetLife, GM OnStar, and  
Prime Therapeutics.

  More InforMatIon 
http://www.debtechint.com/
dgiqconference2011

Data 
Governance in 
San Diego 

IBM has announced free training 
resources on using IBM business 
analytics and information 
management software—in the 
form of more than 1,200 onsite 
skills “bootcamps” at client, 
partner, and university locations 
worldwide, as well as at 38 IBM 
Innovation Center facilities and 
online at DB2University.com.

The new resources are part of an 
initiative coming on the heels of The 
IBM Jeopardy! Challenge, where 
the IBM Watson system demon-
strated the capability to understand 
natural language using a number of 
advanced technologies, many of 
which are commercially available 
today from IBM. 

Much of the course material 
explains how to use IBM business 
analytics and information man-
agement software—and many 
of the underlying technologies of 
the Watson computing system—
to capture information from new 
sources and use it to create busi-
ness opportunities. The skills 
bootcamps will also cover topics 
such as big data—the huge data 
sets coming from sensors, mobile 
devices, social networks, cloud 
computing, and public sources 
of information—as well as closely 
related topics such as analytics,  
data management, and open 
source technologies including 
Hadoop and Eclipse Tools.

Want to Study at the Same  
School as Watson?

iBM opens analytics, big data “bootcamps” 
worldwide and online

  More InforMatIon 
ibm.com/developerworks/
data/bootcamps

[ Conferences ]
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I IUG User VIew/Stuart LiteL

Stuart Litel  

is president of the 

International 

Informix Users 

Group (IIUG; www.iiug.org/president), 

CTO of Kazer Technologies (www.kazer.

com), an IBM Gold Consultant, member of 

the IBM Data Champion Inaugural 2008 

class, and recipient of the 2008 IBM Data 

Professional of the Year award. 

Series data, warehouse 
acceleration, and 4GLs 

Big Time
Big Data, 

Ijust got an e-mail from the editors of 
this magazine, saying “Stuart, you’re late 
again. Where’s your article?” I replied, 
“Dear Editors, sorry. I have been busy.” I 
needed a topic—fast—so when I found out 
that this issue of IBM Data Management 
focused on big data, I started to wonder 
what “big” really means. Last October at 
the IBM Information On Demand (IOD) 
conference, we heard from two speakers 
in the general session. The first was a Visa 
executive who shared that the Visa credit 
card system handles the transactions of 
1.8 billion credit cards—and they were 
not even all his wife’s! 

Even if each credit card is used only once 
a month—and I tried valiantly last month to 
up the average, using mine 27 times—that’s 
1.8 billion transactions a month! 

Another speaker discussed the chal-
lenges of managing time series data, 
meaning that you track incoming data 
according to the time interval when it was 
recorded. At IOD, an electrical company 
representative said his company plans to 
use Informix to collect electrical usage 
readings every minute for each house. Each 
meter will produce at least 1,440 readings 
per day, 30 days per month, 12 times per 
year. That’s more than half a million read-
ings per customer, per year. And if you 
took readings every second, that’s about  

31 million per customer each year! Is that 
big data? Sounds kinda big to me.

What do these companies have in 
common? They’re Informix customers. So 
if your big data infrastructure must cope 
with time series, Informix is more than up 
to the job. 

And if you need to accelerate the 
flow of all that information, the recently 
announced Informix Ultimate Warehouse 
Edition (IUWE) can help in warehouse 
and mixed workload environments. Based 
on Informix 11.7, IUWE uses a powerful 
columns-based engine that accelerates 
warehouse queries a hundredfold. 

The best part is that the accelera-
tor is completely transparent to the appli-
cation, providing fast-response, ad hoc 
query processing without relying on I/O 

or partitioning. It compresses warehouse 
tables with an efficient algorithm and stores 
them in memory. The accelerator then 
accesses these tables without uncompress-
ing data, so you don’t have index overhead. 
IUWE is also economical—for other people 
maxed out on their Visa cards—because 
it uses commodity hardware, requires no 
change to applications, and needs little 
database tuning.

And, here’s an announcement near to 
my heart because I started my career as 
an Informix 4GL programmer. IBM will 
soon resell Genero from Four Js Software  
(www.4js.com). Think of Genero as Informix 
4GL on steroids—the same language with 
a lot more graphical capabilities, including 
Windows or Web-based applications. Genero 
can even develop applications that run on 
an iPad or iPhone. Imagine running your 
old green-screen Informix 4GL in the palm 
of your hands! There’s now “an app for that.”

Finally, I recently asked my readers why 
they use Informix. Fewer than 20 people 
answered, and I have editors to feed. Please 
go to www.iiug.org/president and fill in 
the form. For just a few minutes of your 
day, you can help a columnist get on the 
straight-and-narrow with his editors, who 
are a mean and surly lot. Well, maybe not 
really mean and surly—just a little grumpy 
when I’m running late. 

If your big data 
infrastructure 

must cope with 
time series, 

Informix is more 
than up to  

the job.



IIUG Informix Conference

Overland Park Marriott, Kansas
May 15-18th, 2011

Go Cruising with 
   Informix in 2011

Be Part of the Largest Informix Gathering in the World

• Over 80 Technical Sessions
• Free Hands on Labs
• Half and Full Day Tutorials
• Free IBM Certifi cation Testing
• Perfect for DBAs and Developers
• Learn About New Informix 11.7 Features

Get $100 off registration 
by using code AFJR3101

visit iiug.org/conf for more information

http://iiug.org/conf
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Imagining what is 
possible and then 
bringing the data 
together is what 

DB2 and big data 
are all about.

David Beulke 

(dave@davebeulke.

com) is president of 

Pragmatic Solutions, 

Inc. (PSI), a training and consulting company 

that specializes in designing and improving 

SQL, application, and system performance 

on DB2 for Linux, UNIX, and Windows, and  

z/OS. He has experience in the architecture, 

design, and performance tuning of large data 

warehouses and OLTP solutions. He is also a 

former president of the International DB2 

Users Group (IDUG).

What was once only imaginable is now 
possible. Big data helps a computer play 
and win at Jeopardy! against the best 
players in the world. Systems are smarter, 
bigger, and faster than ever. Our systems 
and data have gone from gigabytes and 
terabytes to petabytes and yottabytes. 
New data collection and analysis con-
cepts applied to traffic patterns, DNA 
sequencing, cancer research, and even 
winning a game of Jeopardy! show how 
insights can be developed using big data.

What does this mean to you and your 
business? Everything. These large-scale 
examples aren’t just fringe R&D experi-
ments. Data retention and mining projects 
are now possible and available at scales 
that are more than just mind-boggling; 
they’re game-changing.

Imagine identifying habits, buying 
trends, and government upheavals before 
they happen. In-depth analysis of petabytes 
of data is now easily achieved with all of the 
DB2 family platforms. The new mainframe 
z196 hardware delivers 50 BIPS of comput-
ing power. This new mainframe—with 96 of 
the fastest CPUs available on any platform 
in the world (5.2 GHz each) and its ability to 
virtualize almost any type of workload—
provides one of the best private cloud envi-
ronment alternatives available. Clusters of 
commodity boxes can scale out for extreme 

parallelism to facilitate performance, data 
collection, and analysis. Any idea you or 
your executives imagine can be accom-
plished easily within the big data or DB2 
environment because it can easily handle 
any amount of data. 

The IDUG conference presentations 
show that the DB2 family can handle 
billions of rows on all of its platforms; DB2 
pureScale and the recent Netezza acquisi-
tion and Apache Hadoop extensions extend 
the processing power available. Today, 
building a data warehouse with billions of 
rows is becoming commonplace for DB2 
systems, whereas for other database 
systems, hundreds of millions of rows is an 
extremely big system. With other DBMS 
vendors playing catch-up on scalability, 
availability, and reliability, their processing 
is falling behind the times and can’t  

handle these big data systems. DB2—with 
its latest temporal tables, greater number 
of online analytical processing (OLAP) SQL 
functions, and Smart Analytics Optimizer 
integrated within a DB2 10 for z/OS  
solution—provides functionality several 
steps ahead of the DBMS competition. 

One of my recent Web media projects 
processed more than a billion rows into a 
DB2 data warehouse and produced query 
insights in less than 12 hours—using only 
two commodity CPUs. Imagine if I had 96 
of the new faster 5.2 GHz CPUs and DB2 
for z/OS. The processing would have taken 
maybe minutes. Imagine the speed, the 
processing, and the fast answers. 

Imagining what is possible and then 
bringing the data together is what DB2 
and big data are all about. Forget about the 
petabytes and help your company imagine 
what information will make it better, more 
profitable, and a great company for your 
customers. Unleash your thinking and 
imagine no limits, because the DB2 family 
can handle it a variety of ways.

IDUG, IBM, and DB2 are at the fore-
front with these new ideas and many 
others. Come discuss your ideas at the 
IDUG North America conference this 
May in Anaheim (www.idug.org/north-
america-2011/index.html), where you can 
let your imagination go wild. 

Free your mind, and your 
business will follow

What You Could Do
Imagine

IDUG User VIew/DaviD Beulke
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By Lisa K. Stapleton

The realm of huge information flows is 
governed by new rules. What changes  
in the multi-petabyte world? And how  
will big data change what you do?
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There’s a rush of information terraforming the IT world. It flows from the data gener-
ated by 4.3 billion cell phones and 2 billion Internet users worldwide, and joins the 
roiling torrent of 30 billion RFID tags and hundreds of satellites incessantly sending 
more signals with each passing second. Now, nobody ever has to deal with all the 
world’s data all at once. But when the whole pie grows, everyone’s slices get larger. 
When you start measuring the pie in zettabytes, even a small piece starts to get 
pretty filling. Here’s a sobering statistic: Twitter alone adds 12 terabytes of data every 
day—all text, and all added at a maximum of 140 characters at a time.

DaTa



Dealing with data at this scale is a new frontier, and lots of 
different folks are approaching it in lots of different ways. 
But there’s a growing sense that we’re seeing the birth of a 
data challenge that’s like nothing that’s gone before. Some 
are calling it big data. 

Big data: The three V’s
When they hear the term big data, most people immediately 
think of large data sets; when data volumes get into the multi-
terabyte and multi-petabyte range, they require different 
treatment. Algorithms that work fine with smaller amounts 
of data are often not fast or efficient enough to process larger 
data sets, and there’s no such thing as infinite capacity, even 
with storage media and management advances.

But volume is only the first dimension of the big data  
challenge; the other two are velocity and variety. Velocity 
refers to the speed requirement for collecting, processing, and 
using the data. Many analytical algorithms can process vast 
quantities of information—if you let the job run overnight. 
But if there’s a real-time need (such as national security or the 
health of a child), overnight isn’t good enough anymore.

Variety signifies the increasing array of data types—
audio, video, and image data, as well as the mixing of 
information collected from sources as diverse as retail 
transactions, text messages, and genetic codes. Traditional 

analytics and database methods are excellent at handling 
data that can easily be represented in rows and columns 
and manipulated by commands such as select and join. But 
many of the artifacts that describe our world can neither 
be shoehorned into rows and columns, nor easily analyzed 
by software that depends on performing a series of selects, 
joins, or other relational commands. 

When you add volume, variety, and velocity together, you 
get data that doesn’t play nice. And as a result, dealing with 
big data demands a level of database agility and change-
ability that is difficult or impossible to achieve using today’s 
techniques alone. “In a traditional database, design is every-
thing,” says Tom Deutsch, IBM Information Management 
program director. “It’s all about structure. If the data changes 
or if what you want to know changes—or if you want to 
combine the data with information from another stream or 
warehouse—you have to change the whole structure of the 
warehouse. With big data, you’re often dealing with evolving 
needs—and lots of sources of data, only some of which you 
produce yourself—and you want to be able to change the job 
you’re running, not the database design.”

Learning from extremes
Because traditional database managers and warehouses 
alone are often inadequate when dealing with big data, many 

organizations are adapting their systems to cope with 
a world of “badly behaved” data. These solutions vary 
according to the precise nature of the problems they 
attempt to solve—some are coping with high-velocity, 

high-volume information, while others must process 
enormous volumes of high-variability information. 

But it’s also possible to discern some common 
strategies and techniques that either reduce 
the magnitude of the information that needs 
to be stored or processed, or process it using 
newer, high-powered techniques that can 
handle the new, heavy-duty needs. 

One company that’s coping with all three 
V’s is TerraEchos, a leading provider of covert 

intelligence and surveillance sensor systems that 
uses streaming data to monitor high-security 
facilities, national borders, and oil pipeline 

breaks. The TerraEchos Adelos S4 sensor knowl-
edge system combines acoustical readings from 
miles of buried fiber-optic sensor arrays with 
data coming from diverse sensor sources such 
as security cameras and satellites. This enor-
mous volume of high-variability, high-velocity 
data—sometimes terabytes in just a few 
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hours—must be collected, combined with information 
coming from other streams, and analyzed at breakneck 
speeds to look for intruders, detect seismic events, or find 
equipment breaks.

“We’re faced with analyzing data as it passes by on 
a high-speed conveyor belt. We don’t have the luxury of 

structuring it and putting it into a database first, 
because we want to be able to classify it within 2 
to 3 seconds,” says TerraEchos CEO Alex Philp. 
“With digital signal processors sampling at a 
rate of 12,000 readings per second—and poten-
tially thousands of different data streams—we 

have to use a totally different approach so that we 
can respond quickly,” Philp says.

For TerraEchos, the first casualty of this 
nearly overwhelming data onslaught is 

the “extract-transform-load” paradigm 
that has dominated data processing 

for decades: extracting data from 
its source, performing numerous 

time-consuming operations to 

transform it so that it fits neatly into a row-and-column 
format in a predetermined schema, and finally, loading  
it into a data warehouse. Increasingly, companies are 
transforming—and analyzing—incoming information as 
it arrives. If it meets certain conditions—for instance, if  
the audio stream shows a pattern that sounds like a 
vehicle approaching—it’s immediately flagged for more 
analysis and often triggers other data-collection or data-
storage efforts. 

“We are constantly analyzing just a few seconds of data 
at a time,” says Philp. “If we find something, we can trigger 
processes that look for the corresponding video stream or 
look for something interesting and, if necessary, quickly 
save just a few frames of the video surveillance camera 
data for that particular area. It’s still a massive amount of 
streaming data, but that really cuts down on what we have 
to process and store.”

Filter first, ask questions immediately 
To process the incoming torrent, TerraEchos uses analytics 
that are designed specifically for the types of data streams 

The big picture: Companies will probably 

spend less time and money defining, scrub-

bing, and managing the structure of data 

and data warehouses. Conversely, they’ll 

spend more time figuring out how to cap-

ture, verify, and use data quickly, so these 

are the skills to master. 

“Today, DBAs and other IT people spend a lot of 

time creating cubes and stuffing data into them,” 

says IBM’s Roger Rea, product manager for IBM 

InfoSphere Streams. “That’s going to change. In 

the future, instead of reading data, transforming it, 

and then loading, you’ll just load it as fast as you 

can and transform it as you do your queries. This 

Five skill upgrades for  
          big data opportunities

new approach is more agile, but it means a shift 

in the way we think about data. It’s very different 

from managing according to the traditional 

relational model.”

What can you do to be ready to seize new 

opportunities? Consider the following skills 

upgrades.

Learn to use new big data analytics

Some experts predict that data-mining software 

such as BigSheets—a spreadsheet-like interface 

used in IBM InfoSphere BigInsights—will make big 

data analytics more accessible to IT professionals 

and business analysts. Getting familiar with these 

tools and what they can do will probably benefit 

workers in a variety of IT disciplines.

1
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that the company uses. The company has incorporated IBM 
InfoSphere Streams into its own Adelos S4 sensor knowledge 
system. IBM InfoSphere Streams parses incoming data and 
distributes the computational work involved to a myriad of 
processors, and its analytics packages are designed to deal 
with specific types of data, such as audio and video. For 
example, some of the analysis involves rigorous statistical 
analysis on the incoming waveforms to determine the prob-
able nature of possible threats.

The trend toward specialized analytics that are tailor-
made for special types of data is already accelerating. For 
example, analytics with algorithms for textual understand-
ing are already being used to pore through the vast streams 
of tweets and e-mails produced each day to look for such 
things as terrorism threats and shifts in the way that a prod-
uct is perceived. 

The TerraEchos system combines tailored analytics—in 
this case, from IBM InfoSphere Streams—with advance-
ments in parallel-processing hardware to perform millions 
of simultaneous, rapid calculations on the binary acoustic 
data coming from thousands of sensors. 

Many experts say that these techniques—filtering 
and analyzing data on the fly, using tailored analytics that 
understand how to process a variety of data in its “native” 
format, and bringing huge arrays of parallel processors 
to bear on incoming data—will soon dominate the data-
processing landscape, as IT tries to cope with the special 
problems of high-volume, high-variety data moving at 
astounding speeds.

Develop fluency in Java programming 

and related scripting tools

Many of the programs used to handle big data—

such as Hadoop and MapReduce—are Java-

based, so learning how to program in Java is an 

important skill. If you already know Java, you can 

probably start working through online tutorials or 

books on Hadoop.

Learn marketing and business 

fundamentals, with a focus on how to 

use new data sources

Already, affinity programs are exploring the 

complex factors that influence customer loyalty 

by mining such diverse sources as customer 

call-center data and Twitter feeds. Understanding 

how to use different sources of data and to apply 

them to such business problems will become 

more important for a variety of positions, from 

marketing to IT.

Develop a basic understanding  

of statistics

At the core of analytical software are the 

fundamentals of statistics. Knowing the basics of 

populations, sampling, and statistical significance 

will help you to understand what’s possible, and to 

better understand and interpret what the results 

mean. Your best bet is a marketing or business 

operations statistics course, where the material is 

more likely to be immediately applicable.

Learn how to combine data from 

different sources—especially  

public ones

Much of the power of large data sets comes 

in combining proprietary information (such as 

sales data collected by companies) with publicly 

available data sources (such as map information 

or government data). Just knowing what data is 

available can often spark new ideas for profitable 

ways to combine that information.

5

        With big data, you’re often dealing 
with evolving needs—and lots of sources 
of data, only some of which you produce 
yourself—and you want to be able to 
change the job you’re running, not the 
database design.”
— Tom Deutsch 

IBM Information Management Program Director
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New technology for analyzing big data at rest
Although better ways of handling streaming information “in 
motion” are a large part of solving many big data challenges, 
just processing extremely large amounts of data at rest can 
be tough, if there’s enough of it—especially if it’s high-variety 
data. One approach to handling this broad set of problems 
efficiently is through massively parallel computations on 
relatively inexpensive hardware. For example, IBM InfoSphere 
BigInsights analytics software starts with open-source project 
Apache Hadoop, but substitutes its own file system and adds 
other proprietary technology.

Hadoop is a Java-based framework that supports data-
intensive distributed applications, enabling applications to 
work with thousands of processor nodes and petabytes of 
data. Optimized for the sequential reading of large files, it 
automatically manages data replication and recovery. Even 
if a failure occurs at a particular processor, data is replicated 
and processing continues without interruption or loss of the 
rest of a computation, making the system somewhat fault-
tolerant and capable of sorting a terabyte of data very quickly.

To achieve speed and scalability, Hadoop relies on 
MapReduce, a simple but powerful framework for parallel 
computation. MapReduce breaks down a problem into mil-
lions of parallel computations in the Map phase, producing 
as its output a stream of key-value pairs. Then MapReduce 
shuffles the map output by key and does another parallel 
computation on the redistributed map output, writing the 
results to the file system in the Reduce phase of the compu-
tation. For example, when processing huge volumes of sales 
transaction data to determine how much of each product 
was sold, Hadoop would do a Map operation for each block 
of a file containing transactions, add up the count of each 
product sold in each transaction, and then “reduce” as it 
returned an answer.

Because it’s so simple to understand and use this  
technology—since it relies so heavily on just two steps, Map 
and Reduce—Hadoop-based systems have been used to han-
dle a wide variety of problems, particularly in social media. 

Informing stream analysis with  
warehouse data
Some observers predict that the data warehouse will go the 
way of the rotary phone dial, but rumors of the death of the 
data warehouse are greatly exaggerated. Data warehouses 
will continue to play a big role in many enterprises, says 
IBM’s Deutsch. But they’ll increasingly be used with other 
software to “tease out” relationships in data that can then be 
used to handle incoming stream data on the fly. 

“It’s hard to know what to look for in a stream of data if 
you haven’t already analyzed some historical data to look for 
patterns,” says Deutsch. “But warehouse data can help you 
find those patterns.”

For example, Deutsch says that when University of 
Ontario Institute of Technology researchers first used 
stream-monitoring software on data captured from hospital 
neonatal wards, they were looking for patterns in unstruc-
tured data that might predict infant decline or recovery. 
They started by analyzing information from each infant, 
including audio recordings, heart rate, and other indicators, 
and eventually teased out a correlation between patterns 
in the audio recordings of the babies’ cries and the onset of 
newborn distress a few hours later. 

These discoveries are being used to monitor new stream 
data to flag the change in cries and provide early warnings 
to doctors and nurses of impending problems. The ability to 
analyze huge amounts of high-variety warehouse data led 
to insights that have changed how new incoming streams 
are monitored. 

Bringing analytics to a wider class of users
As data sets get bigger and the time allotted to their pro-
cessing shrinks, look for ever more innovative technology to 
help organizations glean the insights they’ll need to face an 
increasingly data-driven future. 

Just changing the way one views data can go a long way. 
“A lot of people don’t really think of unstructured data—such 
as video, audio, and images—as holding important informa-
tion, but it does,” Deutsch says. “It’s really important to real-
ize that this data can be just as valuable as the transactional 
data we’ve been collecting for years, and we have to look for 
new ways to put that information to work.”

One thing is clear—new ways of handling big data are 
accelerating almost as quickly as the flow of information 
that’s driving them. As TerraEchos’ Philp puts it, “I feel as if 
I’ve got a front row seat at the revolution.” 

        It’s hard to know what to look 
for in a stream of data if you haven’t 
already analyzed some historical 
data to look for patterns.”
— Tom Deutsch 

 IBM Information Management Program Director

“

Lisa K. Stapleton is a senior editor of IBM Data Manage-
ment magazine.
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E Pluribus unum
When the SQL flow in the United States Senate went 

from static to dynamic, the database team had to see 

many queries, but tune them as one.

Tuning SQL  
     at the Senate:

By Ives Brant
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Y
ou wouldn’t think that U.S. senators and 
their staff would impose an overwhelming 
volume of queries on a financial system. 
Complex SQL and “senator” seem as oddly 
matched as, say, politics and rhetoric-free 
campaigns. Yet on an average weekday, the 

queries come by the thousands. DBAs everywhere know the 
score: the more responsive the database, the more ambitious 
user queries become. Budgets and projections for all the 
Senatorial offices, comparing them to actuals, plus other 
analysis, add up fast. 

Within the U.S. Senate, the largest operations and 
support unit is the Sergeant at Arms, which provides a 
range of services to the Senate and includes the IT group. 
Lloyd Matthews, a principal DBA for the Senate Sergeant at 
Arms, has been a DBA for more than two decades. His group 
must meet performance goals and service level agreements 
set forth by his user community; the financial management 
system must respond to users’ online queries in 3 seconds 
or less. “For us, any online dynamic query that consumes 
more than 4 seconds is a problem and we go after it,” he 
says. The offenders that take more CPU and elapsed time 
get flagged for tuning.

In the past, Matthews’ team could efficiently monitor 
and tune static SQL queries in both online and batch 
processes. The U.S. Senate operates its internal finan-
cial management system on IBM DB2 for z/OS. This  
200 GB database has more than 700 tables and is queried 
constantly by Senate staff working for 100 senators, the 
Sergeant at Arms, and the Senate Disbursing Office. 

As the financial management system transitioned from 
a batch environment to a dynamic Web-based platform, 
the existing tools no longer sufficed. Tuning dynamic SQL 
queries was taking more time and effort for the Senate DBA 
group. “The switch to dynamic queries was a scary transi-
tion,” says Matthews.

What the Senate’s IT group didn’t realize is that while 
evolving their practices and tools to handle dynamic 
queries, they would adopt a new approach to addressing 
database performance. 

Incoming queries, take cover
The Senate DBA team sees thousands of queries hit the 
financial management system in the peak period between  
8 a.m. and 4 p.m. on any given weekday. Over recent years, 
the queries have shifted from static COBOL/CICS to  
95 percent dynamic queries. Many are repeated with differ-
ent literals and they can ask for “a lot of data, such as five 
years of history at a shot,” Matthews says.

The DBAs and software developers searched for tools to 
help them handle query tuning, evaluating tools from sev-
eral vendors including IBM, Computer Associates, and BMC 
Software. The financial management system runs on both 
mainframe and distributed platforms, so they looked at tools 
that support multiple platforms.

But when they looked at IBM InfoSphere Optim Query 
Workload Tuner software, they saw a tool that could change 
their entire process. “We did find other tools that capture 
and analyze both dynamic and static queries, but they were 
limited to single queries,” Matthews says. “They don’t handle 
multiple queries at once. The ability to optimize multiple 
queries (that is, a workload) emerged as the function that 
matters the most to us. It enables us to look at SQL state-
ments by groups during an interval of time, then tune them 
as one. That’s a powerful feature.” 

Analyze the workload, fix the workload
Governments through history have learned they can line-
item a massive budget, or consider the budget as a whole, 
which is much faster. Echoing these two options, in query 
tuning the traditional approach has been “line item.” Catch 
an offending query, get a recommended solution, carry it 
out, and note the improvement. It’s straightforward, but 
not very scalable in a dynamic query environment. 

 Tuning workloads for improvement 
turns out to be the best approach in  
our query-intensive environment.”
— Lloyd Matthews 

Principal DBA, U.S. Senate

“
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The Senate’s DBAs now have a highly scalable approach: 
all queries from Monday to Friday are flagged for attention 
between an interval of time and that constitutes a “work-
load.” Then, on any given morning or afternoon at the U.S. 
Senate, a DBA specifies the workload to be analyzed and 
enters the criteria. 

Typically, says Matthews, “I want to flag any SQL or 
query that executes in more than 5 seconds elapsed time or 
CPU time. The query tool gives me the ability to sort by dif-
ferent views. I normally look at views of elapsed times and 
CPU times for dynamic SQL. For batch SQL or large reports 
that usually run at night, I look at the view that shows any 
that read more than 100,000 pages of data within a transac-
tion. This tells me that I may have an inefficient access path, 
where DB2 reads more data than it should. Normally I see 
this in batch or static packages.”

For dynamic workloads, Matthews has the query 
tuner “snap” SQL from the dynamic statement cache every  
5 minutes and then, at the end of the workload, consolidate 
all the SQL into a final output of SQL statements. This is 
where reconciliation occurs. “I may have the same dynamic 
SQL statement in each interval, if it ran multiple times. In the 
final output version, however, or the reconciliation version, I 
see the statement only once, not duplicates. I then run my 
query tuning ‘advisors’ to get recommendations for that final 
version of SQL statements, which is more efficient since it 
includes no duplicates.”

the new work pattern
The DBAs don’t want to lock up resources or implement a 
recommendation in the production environment without 
first testing in a production-like environment, because imple-
menting recommendations directly into production could 
have a negative impact upon users. “After implementing 
the recommendations in our production-like environment, 
I run the workload again. If everything looks good—lower 
CPU costs, lower elapsed times, and less I/O—we implement 
those recommendations in our production environment 
over the weekend after a reorg of the data. At that point, I am 
confident that applying the recommendations to our pro-
duction database will significantly improve performance for 
our dynamic queries that were flagged by the query tuner,” 
Matthews says.

The workload approach eliminates—actually, it recon-
ciles—redundant statistics to produce efficient solutions. 
Typically, a problem query that takes 30 seconds of CPU 
time is immediately reduced to 2 or 3 seconds. “We’ve  
seen immediate improvement in CPU requirements,  
input/output and elapsed time, and better access paths,” 
Matthews says.

Matthews’ group can now proactively identify and 
resolve emerging issues before application performance is 
affected. “Throughout the day, we tune workloads that we 
filter out [from the entire mass of query traffic] for atten-
tion,” he says.

The DBAs take advantage of report features in Optim 
Query Workload Tuner to gain insight for improving data-
base query performance. DBAs can visually compare access 
paths side by side, view relevant statistics, and conduct what-
if analysis to determine whether a change in a new index will 
improve the performance of a SQL statement. A query might 
be too CPU-intensive, consume too much I/O, or ask for too 
much data to read. “If it runs infrequently or is not causing 
production issues and is part of the workload, we’ll tune it for 
next week during our weekly maintenance. However, if it’s 
running one hundred times per day and causing production 
issues, that’s a repeat offender and we’re going to take action 
immediately to tune it,” Matthews says.

 What causes the most grief is  
really a lack of statistics. Data is 
skewed in most cases, not uniform. 
Once we apply the query tuner 
recommendations, in many cases 
we have immediately cut completion 
time from 30 seconds to 3 seconds.”
— Lloyd Matthews 

Principal DBA, U.S. Senate

“
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Matthews recommends DBAs look for tools that include 
a function that converts long SQL statements into a format 
that is easy to parse. “If the statement is two pages long, a huge 
monstrosity, a feature of our query tool called Annotation puts 
all the elements into a format so you can read it. When we 
get a serious repeat offender and have to take it back to the 
developer who wrote it, the Annotation makes it easier to 
read and shows the DBAs where missing stats are, and skewed 
data. The Annotation also shows us cardinality of objects and 
predicates, which can be critical to the tuning process: ‘This is 
not a good SQL statement, and here is why.’” 

Access path graph (APG), commonly known as the visual 
explanation feature, is helpful as well, as it gives the DBA a 
visual view of the access path taken by the optimizer, along 
with cardinality of objects and costs of sorts.
 
When data is all skewed up
“Data, in our experience, tends to be anything but uniform. 
Skewed data hurt us in the past; now we can attack it,” says 
Matthews. Optim Query Workload Tuner also analyzes and 
corrects for data skew. Without correct column distribution 
statistics, DB2 may not have enough information to make 
the best choice when choosing an access path to the data—
especially if data is heavily skewed. That’s good.

Getting the correct statistics to DB2 is critical if the data 
is skewed, Matthews says, especially in an online environment 
where performance is essential. “Each day I run a workload 
against our dynamic cache. By the end of the week, by Friday, 
I have five days of statistics.” Applying just the Monday sta-
tistics recommendations—which might apply to 100 SQL 
statements captured—to the production-like environment 
often fixes most of the problems of all the workloads analyzed 
throughout the entire week and dramatically cuts execution 
time. With the new stats available to DB2’s optimizer, access 
to the data can be dramatically improved. “Within the work-
load, individual SQL statements that run for greater than  
10 seconds or some queries that run more than 2 to 3 minutes 
can, with the appropriate statistics, drop to 2 or 3 seconds,” 
Matthews says. The gain in performance is achieved just by 
giving DB2 better statistics to compensate for data skew. 

Users appreciative
System users have noticed the team’s ability to identify 
and resolve poorly performing queries quickly. “Before, it 
would take us hours or days to identify problem queries. 
Now, in most cases, we can have a solution within minutes,” 
Matthews says.

The new approach has helped Matthews and his col-
leagues reduce CPU time usage and has let the DBAs prevent 
problem queries from becoming a drag on performance. 
Matthews’ experience has convinced him that generating 
new statistics on an entire workload produces better results 
because it reconciles all conflicting statistics.

Best practices by the government,  
for the government
The Senate’s IT group moved from single-query fixes to 
ongoing “preventive” optimization and tuning. The new 
approach has cut down on the distress phone calls from 
users. For Matthews, it was a revelation to switch from diag-
nosing individual SQL statements to sift frequently through 
populations of queries and address them as a group. 

For reasons outside the DBA’s view, the Senate tends 
to run different kinds of queries at different times of the 
day. The DBAs generally test the morning workload for 
two hours, then the afternoon workload for two hours, and 
finally the batched queries at night. 

Matthews recommends that DBAs “not be afraid to use 
the query tuner’s variety of detailed reports. Reports gener-
ated by the workload tuner offer a wealth of detailed infor-
mation about your objects.” 

 Capture and analysis of both  
dynamic and static sQl queries  
was a key criterion, but not the  
most important one.”
— Lloyd Matthews 

Principal DBA, U.S. Senate

“
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When only a skilled DBA can fix it
When necessary, the Senate’s DBAs still revert to the mode 
of catching a single major offending SQL statement. “We 
have all encountered that ad hoc user who uses the system 
once and somehow magically creates the worst possible 
query—so bad that it really affects performance—and we 
will apply a solution right there,” Matthews says.

In these instances, Matthews may reorg that object, 
index, restat, and rebind (in the case of static queries), pos-
sibly creating a pseudo-outage. He is glad these scenarios 
are the exception now. “If we analyzed each query statement 
individually, it would require hundreds of analysis and tun-
ing procedures, versus one,” he says.

Matthews finds that query response times “are usu-
ally at their ugliest” after a new release or a migration. The 
DBAs anticipate that the database will react differently to 
the same workload. “We have to get ahead of the inevitable 
transition issues and wring them out. We capture stats, test 
them, and apply them to the production database over the 
weekend,” he says.
 
Does it always optimize? 
Every method has its exceptions, and Matthews’ team has 
learned to handle them. “Once we applied new stats, and 
to our surprise some non-problematic SQL statements 
got worse,” says Matthews. “You have to be careful. These 
statistics will fix your offenders, but sometimes DBAs don’t 
reorder data as frequently as they’d like to. If statistics 
haven’t changed in a while and you have a desirable access 
path with current stats, DB2 will continue to use that path 
based on the old stats. However, when new statistics are 
applied, DB2 will now realize data may not be clustered as 
previously thought, therefore causing a change to an access 
path that is less desirable. Before you apply new stats to the 
database, I recommend you reorg the data first.”

When the Senate DBAs apply the recommended statis-
tics to the production database over a weekend, after testing 
them in the production-like environment, it’s key to reorga-
nize the database first, “to get back to baseline,” Matthews 
says. He reminds his team to use the reorg utility, which 

clusters the data for efficient access. “We all know the man-
tra: reorg, runstats, and rebind.” 

There are other situations where simulation in a produc-
tion-like environment is not perfect. “We can simulate the 
performance of the queries with new stats, but we cannot 
truly simulate the number of concurrent users hitting at the 
same time,” Matthews says. “Some queries may run faster due 
to more CPU availability when you don’t have a lot of users.” 

the new life of Senate DBAs: Less ad hoc
Matthews’ team still gets user calls about the system response 
time, but much less often. “Usually they waste no time notify-
ing us. We check our monitor, identify the resource-intensive 
query, and run it through the query tuner. We might find that 
we’re missing an index or stats, and we make the fix. But our 
focus is on workload tuning, not ad hoc fixes.”

Matthews points out that “we are not a huge shop.” If they 
tuned one query at a time, “we’d be understaffed.” Instead, they 
are able to spend more time doing other tasks rather than 
tuning queries all day. “Query workload tuning makes us pro-
active, not reactive,” he says. 

Final vote
With the right preventive strategy and analytics tools in 
their repertoire, the U.S. Senate’s DBA, developer, and quality 
assurance groups continually optimize database query 
design and seek to fix problems before users are affected.

“It’s not just that now we can usually arrive at a solution 
for tuning queries within minutes versus hours or even 
days, which enables us to achieve our SLAs [service level 
agreements] in a timely fashion,” Matthews says. “We have 
become skilled at tuning entire workloads rather than  
single queries. To the benefit of our users, we are now pro-
active versus reactive in tuning bad SQL.” 

Ives Brant has experience in the database and analytics 
industries, and was formerly editor-in-chief at Tornado Insider 
magazine, a European competitor to Red Herring. These days, 
he writes technical and marketing content for a wide range of 
companies.
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Enterprises with large XML processing needs 
don’t have to sacrifice performance or 
scalability to take advantage of XML-based 
technology, according to recent Intel tests  
on servers based on the new Intel® Xeon® 
processor E7 family. Combined with IBM® 
DB2® technology, the new Intel Xeon 
processor E7-4870—which achieved more 
than 17,750 transactions per second on the 
Transaction Processing over XML (TPoX) 2.0 
benchmark—creates a platform for fast, 
efficient processing of the type of XML 
database transactions that are increasingly 
common in enterprise applications.

Strong Database Performance for 
New XML Processing Demands
These findings are good news for the 
continued success of web applications, 
service-oriented architectures (SOAs),  
and electronic data exchange between 
organizations. In particular, XML has emerged 
as a de facto standard format for electronic 
business records and messages, because this 
data format is self-describing and platform-
independent, and therefore makes an easy 
platform for document exchange. 

In addition, XML is an extensible and flexible 
data format, which makes it adaptable for 
evolving business needs and changing data 
processing requirements. The flexibility XML 
offers makes rapid, systematic content 
repurposing and reuse relatively easy.

DB2 pureXML: New, Faster XML 
Database Storage
Moreover, the trend toward storing XML 
permanently in databases is rapidly accelerating, 
driven by new requirements for auditing and 

compliance; the need for a more flexible and 
suitable data format than a rigid relational 
database schema can provide; and the desire 
to simplify applications and boost their 
efficiency with XML storage. Companies in 
virtually every industry—insurance, finance, 
publishing, engineering, and healthcare, to 
mention a few—are now using IBM DB2 
pureXML® to align their database strategies 
with their web applications and SOAs, 
thereby achieving greater agility and 
interoperability. 

DB2 pureXML also manages complex vehicle 
information in the automobile sector, as  
well as the integration of sales figures in  
retail companies and order management  
in the telecommunications industry. And 
government agencies employ DB2 pureXML  
to manage electronic forms where the 
variability is so great that only the XML data 
format can reasonably handle them.

Speed and Agility with Intel 
Processors, IBM Technology 
Even extremely performance-sensitive 
businesses such as those that use stock-
trading programs—where a few microseconds 
could mean the loss or gain of millions in 
revenue—are implementing XML-based 
systems. The directors of these businesses 
know they can now have flexible systems that 
can be changed quickly and easily as business 
demands change. The speed and agility they 
need to meet shifting business demands is 
available thanks to continued breakthrough 
performance by Intel microprocessors and  
IBM DB2 pureXML technology.  

IBM, Intel Accelerate Terabyte-Class 
XML Database Processing
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For example, some of the world’s leading 
investment companies are storing and 
querying XML messages with financial trading 
information in DB2 pureXML—often using 
financial XML standards such as FpML or 
FIXML—which is exactly what the TPoX 2.0 
benchmark simulates.

And when companies keep XML in persistent 
storage, they typically need to insert, index, 
query, and update XML, all with the same 
performance, scalability, and ACID properties 
(atomicity, consistency, isolation, and 

durability) that relational databases have 
long offered for traditional relational data.

In response to these needs, DB2 9.1 and  
later versions offer sophisticated XML 
capabilities with support for SQL/XML, 
XQuery, XML Schemas, XSLT, and other 
XML-related standards. And as the latest 
tests show, DB2 pureXML—running on 
servers built on the latest Intel processors—
can handle the extra demands of these  
new standards with speed and near- 
perfect scalability. 

The TPoX 2.0 Benchmark: 
Simulating a Real-World  
Trading Application 
The TPoX 2.0 benchmark mimics a financial 
trading application, with traders placing buy 
and sell orders and checking the quickly 
changing prices and availability of securities. 
These TPoX tests operate on a terabyte of 
XML data—a midrange scale factor setting 
for XML transactional databases—and provide 
a formidable exercise of server and database 
technology. For more information on TPoX, 

Figure 1: Performance of different processors in 
the Intel Xeon processor family. The new Intel  
Xeon E7-4870, tested with solid-state drives, 
achieved more than 17,750 transactions per  
second on the Transaction Processing over XML 
(TPoX) 2.0 benchmark.
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Intel Xeon X7460 Intel Xeon X7560 Intel Xeon X7560/SSDs Intel Xeon E7-4870/SSDs

tpoX transactions per second (ttpS) 6,654 13,743  14,271  17,757

Users  220 420  420 440

cpU %  94  96  98  94

average i/o latency1 (ms) 6.17 7.15  1.57   3.72

Scalability N/A     2.07  1.04  1.24

processors 4 4 4 4

L3 cache per processor (mB) 16 24 24    30

cores 24 32 32 40

threads 24 64 64 80

frequency (gHz) 2.67 2.27 2.27 2.4

Table 1: TPoX performance statistics for the Intel Xeon family of processors.
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see the sidebar, “The TPoX 2.0 Benchmark: 
Simulating XML-Based Database Applications,” 
and check out the benchmark and associated 
documentation at http://tpox.sourceforge.net.

IBM and Intel conducted these tests for the 
Intel Xeon processor X7460, Intel Xeon 
processor X7560, and the latest addition to 
the Intel Xeon processor family, the Intel 
Xeon processor E7-4870. Because the 
throughput of the benchmark is pushed 
higher with the increasing performance of 
new generations of Intel processors, the 
performance demand on the storage system 
increases accordingly. To better manage 
this phenomenon, the Intel Xeon processor 
E7-4870 in this test uses Intel® Solid-State 
Drives (Intel® SSDs). To provide a fair 
comparison, the Intel Xeon processor X7560 
was also tested with the Intel® X25-E SSD. 

Scalable, High Performance  
for XML-Based Transaction 
Processing
The new Intel Xeon processors faced stiff 
competition from their predecessors, which 
were already extremely fast. But the Intel 
Xeon processor family X7560—sporting a 
radically new architecture and simultaneous 
multi-threading for quicker processing— 
has only 25 percent more cores than its 
predecessor, the Intel Xeon processor family 
X7460, yet demonstrated twice the 
performance of the previous generation on  
the terabyte benchmark (see Table 1).

The Intel Xeon processor E7-4870 follows 
Intel’s tradition of continuous improvement by 
increasing performance an extra 24 percent, 
largely due to 25 percent more cores than  
the X7560, making it ideal for high-speed  
XML database access and database server 
consolidation. Figure 1 depicts these results.

The TPoX 2.0 Benchmark: Simulating XML-Based 
Database Applications

Like many enterprise applications, the tpoX 2.0 benchmark requires processing 
large amounts of complex information extremely quickly. Here are the benchmark’s 
most important characteristics:

•	 	TPoX	is	an	application-level	XML	database	benchmark	that	executes	a	
concurrent	multiuser	workload	to	simulate	financial	transaction	processing.	In	
TPoX,	financial	orders	are	represented	as	FIXML	messages,	a	real-world	XML	
format	used	in	financial	applications.

•	 	TPoX	is	Java*-based,	database	agnostic,	and	open	source,	with	an	extensible	
workload	driver	and	an	XML-based	configuration	to	express	the	transaction	mix.	

•	 	The	database	schema	includes	three	tables,	all	with	a	single	XML	column:	
security, custacc	(customer	account),	and	orders.

•	 	The	workload	mix	comprises	four	types	of	transactions:	queries,	inserts,	
updates,	and	deletions.	Seventy	percent	of	the	workload	is	queries;	thirty	
percent	is	inserts,	updates,	and	deletes.

•	 	The	listed	score	is	taken	in	a	steady	state	and	reported	as	“TPoX	transactions	
per	second”	(TTPS).	

•	 	TPoX	includes	a	workload	driver	that	spawns	parallel	threads	that	simulate	
concurrent	database	users.	Each	“user”	connects	to	the	database	and	submits	 
a	mix	of	transactions.	The	transactions	are	picked	randomly	from	a	set	of	
transaction templates. at runtime, parameter markers in the templates are 
replaced	by	actual	values	drawn	from	configurable	random	value	distributions.	
The	workload	driver	collects	and	reports	performance	metrics,	such	as	 
min/max/avg	response	time	and	overall	throughput.

The	following	rules	are	used	in	defining	the	update, delete,	and	insert transactions:

•	 	Customer	accounts	are	updated	to	reflect	trades	(execution	of	orders).

•	 	New	orders	arrive	continuously,	and	old	orders	are	pruned	from	the	system	
eventually,	at	the	same	rate.

•	 Security	prices	are	updated	regularly	during	a	business	day.

•	 	The	turnover	of	customers	is	low,	with	few	insertions	and	deletions	of	accounts.

•	 	The	number	of	securities	remains	fixed,	with	no	deletions	or	insertions.

Visit http://tpox.sourceforge.net for more information.

Figure 2: The TPoX benchmark simulates 
a simple stock trading example, which 
uses XML transactions to check prices, 
make trades, and process orders.
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The advantages of the Intel Xeon processor  
E7 family are not limited to continuing  
the excellent performance and scalability 
demonstrated by its predecessors on  
XML workloads. They also include the  
power efficiency advantages of the latest 
Intel platforms.  

As Figure 3 shows, on TPoX 2.0, the Intel  
Xeon processor E7-4870 demonstrates a  
53 percent improvement on performance per 
watt (PPW)—also known as “performance per 
power”—over the previous generation of Intel 
Xeon processors. This is because the Intel 
Xeon processor E7-4870 maintains the same 
 

thermal design point (TDP) as the Intel Xeon 
processor X7560, but also uses low-voltage 
memory due to improvements in the Intel® 
7512 Scalable Memory Buffer, and so puts out 
less waste heat than previous generations of 
microprocessors. Other power statistics for the 
benchmark tests are also shown in Table 2.

More Power for Industrial-
Strength Database Workloads
The TPoX 2.0 benchmark results show that 
transactional XML workloads can benefit  
up to 24 percent in performance and up to 
53 percent in performance per watt when 
moved from Intel Xeon processor X7560 to 
Intel Xeon processor E7-4870 platforms.

Even more important, these results show 
that IBM DB2 pureXML, running on servers 
based on the Intel Xeon processor family, 
readily exhibits the high performance levels 
needed to handle XML-heavy transaction 
processing on large databases. The results 
also confirm what many savvy enterprise IT 
managers already know from experience: 
each generation of Intel processors leaps to 
ever-higher processing speeds to handle the 
flexible, information-driven applications that 
run today’s businesses, providing the power 
they have come to expect from IBM and Intel.

Learn More
More about IBM DB2 pureXML:  
www.ibm.com/software/data/db2/xml

To learn more about the Intel Xeon processor E7 
platform, visit www.intel.com/itcenter/
products/xeon

1 The I/O latency is the average time that a disk I/O request that DB2 makes to the operating system stays in the OS queue, plus the time for servicing by the disk device. It is obtained by 
using the await statistic from the iostat Linux* tool, measured for all disks in the one-hour steady state interval. What is reported here for each run is the average await statistic across all 
logical drives in the system.

Any performance data contained herein was determined in a controlled environment. Therefore, the results obtained in other operating environments might vary significantly. Users of this 
document should verify the applicable data for their specific environment.

Intel, the Intel logo, and Xeon are trademarks or registered trademarks of Intel Corporation or its subsidiaries in the United States and other countries. IBM, the IBM logo, ibm.com, DB2, and 
pureXML are trademarks of International Business Machines Corp., registered in many jurisdictions worldwide. A current list of IBM trademarks is available on the web at “Copyright and 
trademark information” at www.ibm.com/legal/copytrade.shtml.

* Other product, company, or service names may be trademarks or service marks of others.

Copyright © 2011 Intel Corporation. All rights reserved.
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Intel Xeon processor 
X7560/SSDs

Intel Xeon processor 
E7-4870/SSDs

tpoX transactions per second (ttpS) 14,271 17,757 

Steady state power (watts)  1,391  1,133

active idle power (watts)   910   716

power per watt (ppW) 
(ttpS/steady state power)

10.26 15.68

ppW improvement N/A    1.53

Table 2: Power statistics for the Intel Xeon processor family.

Figure 3: Performance per watt for the Intel Xeon processor E7-4870 and its predecessor in the Intel Xeon 
processor family.
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When ibm employees have a question 
about certification for DB2 for Linux, 
UNIX, or Windows, there’s only one 
man they call. He’s not in New York. He 
doesn’t even work for IBM. He lives in 
the other hyphenated town in North 
Carolina (Fuquay-Varina, pop. 39,042), 
and his name is Roger E. Sanders.

In his day job, he’s a consultant cor-
porate systems engineer with EMC 
Corporation; he looks for ways to improve 
how DB2 works with his company’s 
storage technology, including improve-
ments in virtualization and disk-based  

replication. His most recent book (his 21st 
on DB2 and his 9th on DB2 certification) 
is DB2 9.7 for Linux, UNIX, and Windows 
Database Administration: Certification Study 
Notes (MC Press Online, 2011). 

And since 2002, he has helped IBM 
develop 17 DB2 certification exams, 
more than any other individual. Want 
to know why certification is important? 
Roger Sanders is the man to ask. We 
talked to him about how the tests are 
put together, how they can help a DBA’s 
career, and—oh yes—about the certifi-
cation test he failed.

CertifiCation

The guru of DB2 certification tests talks 
about how he puts them together—
and how they can help your career.

By Howard Baldwin

o
o
o
o

8

The Man

Certification
to See About



30 iBM Data ManageMent     issue 2, 2011 ibm.com/DMMagazine  31

Q: How did you get started with DB2 certification?
Sanders: My background is a little unusual. I started out 
as a chemist and kind of backed into computers. I was laid 
off in 1992 and ended up getting a job designing DB2 appli-
cations. That was when DB2 was the Database Manager 
part of OS/2 1.3 Extended Edition. I saw how lacking the 
documentation was for the product, so I decided to write 
a book that would help other developers build applica-
tions that interfaced with DB2 databases [The Developer’s 
Handbook to DB2 for Common Servers, McGraw-Hill, 1999]. 
Eventually, I wrote four more books on database applica-
tion development, including one on ODBC [Open Database 
Connectivity]. Then, my publisher [McGraw-Hill] asked me 
to write a certification study guide for DB2 7. So I contacted 
Susan Visser, who was the DB2 certification program man-
ager at the time, and she got me involved in the exam devel-
opment process. 

Q: Why is certification important?
Sanders: There’s a big debate about who’s a better DBA: one 
who is certified or one who’s been doing the job for 20 years, 
but has no certifications. Both can be equally good, but the 
individual who makes the effort to get certified will be forced 
to learn new things. And if you are constantly learning new 
things, you’re improving your skill set. 

Certification drags you out of your comfort zone. Let’s say 
you’re a DBA—your job is to keep the company database up 
and running, to do performance tuning, and to oversee back-
up and recovery. You’re comfortable performing these tasks 
because you do them on a day-to-day basis. But to get certi-

fied, you have to know a broad spectrum of things, and some 
of these things will involve activities you don’t do on a daily 
basis. For instance, you may rarely, if ever, be required to ana-
lyze the access plans for SQL statements. But to pass a certifi-
cation exam, you’re going to have to know how to generate and 
analyze an access plan because you’re going to be tested on it. 

Plus, the technology changes every 18 to 24 months, 
and to take advantage of new features and functionality 
that gets introduced with each technology refresh, you 
have to keep up. Certification forces you to stay current. 

Q: What kinds of DBAs take certification tests? 
Sanders: All kinds. It’s not just someone who’s had a lot of 
hands-on experience with databases. It’s someone who is 
intellectually curious. It’s also someone who enjoys learn-
ing about the new features and functionality that are pro-
vided with each release of DB2, and who is looking at ways 
to incorporate those features in their own database envi-
ronments. Deep compression is just one example—IBM 
introduced deep compression in DB2 9, but in order to use 
it you had to know how to enable it and how to build a com-
pression dictionary. Plus, only tables could be compressed. 
In DB2 9.5, automatic dictionary creation was added so you 
no longer had to deal with building a dictionary yourself; 
in DB2 9.7, indexes and temporary tables can now be com-
pressed. All of this results in a savings in storage costs and, 
in many cases, improved performance. If I were still a DBA, 
I would be investigating how I could put that technology 
to use in my company. And I probably would have become 
familiar with it by preparing for a certification exam.

You can benefit from DBA certification even if you’re 
not a DBA. Herb Vogel is a senior programming 
specialist for J.B. Hunt, the Lowell, Arkansas–based 
transportation and logistics company, and he’s a 
certified DBA for both DB2 for z/OS and DB2 for 
Linux, UNIX, and Windows (LUW). “It helps me be  
a smarter programmer,” he says. “But it’s also like  
a driver’s license. It’s visible proof you know what  
you’re doing.” 

8
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Q: How much do certifications help when someone is 
looking for a job?
Sanders: Some hiring managers do look for certifications. 
(I was such a manager; certification was something I always 
looked for on resumes and asked questions about in inter-
views.) It takes away the guesswork when they’re looking at 
someone who is otherwise an unknown entity. If applicants 
have certifications, it shows that they have some level of 
skill and knowledge needed to perform the job. When I 
got my first DB2 certification, I did so because I wanted to 
show my manager and any potential future employers that 
IBM thought I knew enough about DB2 application devel-
opment to let me use their certification logo. 

In terms of bringing value to a new job, having certifica-
tions in related areas can help a hiring manager get a feel  
for the depth and breadth of an individual’s knowledge. For 
example, if you are a certified DB2 DBA and you have been 

certified on SAN [storage area network] and NAS [network 
attached storage] technology, a hiring manager can see that 
you have skills and knowledge that will allow you to help 
them deploy a large-scale data warehouse on an EMC stor-
age array—and that may be just the set of skills they are 
looking for.

How certification tests get created
Q: How many people does it take to put together a 
certification test? 
Sanders: Usually, about ten to twelve people, communicat-
ing via conference calls and live meeting sessions. Most are 
subject matter experts [SMEs] with IBM. Others are work-
ing DBAs, consultants, or members of the International 
DB2 Users Group [IDUG]. Each must specialize in some 
area related to DB2. Not everyone, including me, is an 
expert on everything. 

 Although he’s satisfied where he is, Vogel senses 
that the certification can open doors for him if he 
wants, if only because it shows his willingness to 
tackle new technology. “I’ve received phone calls  
from prospective employers that I wouldn’t have 
gotten if I didn’t have the certification,” he says, 
noting that he also has three other IBM certifications, 
all relating to DB2. He’s also been courted by the 
database team in his own company. 

 Interacting with that team is another advantage to 
being a programmer with a DBA certification, Vogel 
chuckles. “It also gives me credibility with the DBAs 
downstairs. If I disagree with their suggestions, I can 
counter with ideas of my own. They have to listen, 
because rather than just saying I’m good at SQL  
and I know a lot about databases, I can show them 
my certification.”

[Certification] helps me be a smarter 
programmer. But it’s also like a driver’s license. 
It’s visible proof you know what you’re doing.” 
— Herb Vogel  

Senior Programming Specialist, J.B. Hunt
“
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Q: Walk us through the process of creating a certifi-
cation test?
Sanders: We start by building an exam blueprint, or out-
line. This is done by asking what the important topics 
are that a person at a particular certification level needs 
to know. For example, the DB2 Fundamentals exam tests 
a candidate’s knowledge of security; creating and working 
with tables, indexes, and views; using SQL; and isolation 
levels and locking.

After we develop a list of topics, we decide how many 
questions are needed for each topic, what level of difficul-
ty these questions should be, and who should write each 
question. We then separate for about three weeks to work 
on our writing assignments—it takes me anywhere from 

one to three hours to write a single test question, and I usu-
ally end up writing between 14 to 24 questions for a new 
exam. Then, we get back together as a group and examine 
each question thoroughly to determine its validity, to make 
sure the correct answer indicated is indeed the correct 
answer, and to make sure none of the wrong answers are 
valid or are easy to identify as being wrong. 

One thing that’s very important to note: we need to 
provide a citation for every question we write. We must 
source exactly where in the technical documentation the 
answer appears, so that if anyone challenges the validity of 
the exam, its validity will stand up in court. A lot of times, 
I will write CLP [Command Line Processor] scripts to test 
my questions and answers, and these scripts are submitted 
along with my questions to serve as supporting material for 
the exam. 

Finally, we perform what is known as an Angoff analysis 
to determine the passing score. Here, each SME goes through 
the entire test and identifies how many “minimally accept-
able candidates” out of 100 candidates they believe will be 
able to answer each question correctly. The DB2 certification 
program manager combines the results of this analysis and 
determines the passing score, based on averages.

Q: How do you determine the level of difficulty for 
each question?
Sanders: The group establishes at the outset what skills 
we think someone at a particular level should possess. 
Then we adjust the difficulty by how we phrase the ques-
tions. You don’t want a question whose answer is glaringly 
obvious, and you don’t want a question on something that’s 
so obscure that a test candidate would normally look it up 
in the documentation if they needed to use it. 

A simple question might be a memory recall question, 
such as, “Which two communication protocols does DB2 
support?” A more difficult question might have an exhibit 
to analyze or a scenario to work through. For instance, we 
might show output from a DB2 configuration file and ask, 
“What will happen when the current transaction log file 
becomes full?” To answer such a question correctly, you 
must know how to interpret the output shown and you 
must understand how DB2 logging works. The difficulty 
is really controlled in the wording of the question and the 
complexity of the exhibit or scenario.

Q: Just out of curiosity, have you ever failed a certi-
fication test?
Sanders: Yes. The very first time I went to take a DB2 certi-
fication exam, I was at an IDUG conference in Dallas where 
I also happened to be speaking for the very first time—and, 
at that time, I was terrified of public speaking. For some 
reason, I decided to take a DB2 6.1 Application Developer 
certification exam about an hour before I was scheduled to 
speak. Big mistake. I was too nervous to concentrate and I 
failed—by just one question. I gave my presentation, went 
by the bookstore and spent a few minutes reviewing a copy 
of one of my books on DB2 application development, and 
went back and took the exam again. This time I passed. To 
this day, I share that story with my students when I teach a 
DB2 DBA Certification Exam Crammer course and I tell 
them there’s no shame in failing an exam. Just go back and 
study the areas you’re weak in and try again. I’ve taken oth-
er certification exams over the years that I did not pass the 
first time. But I learned something every time I prepared for 
an exam, and to me, that’s one of the best things about cer-
tification. It’s a learning process.  

Silicon Valley–based freelancer Howard Baldwin is old 

enough to remember when OS/2 Extended Edition was 

released.
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I learned something every time 
I prepared for an exam, and to 
me, that’s one of the best things 
about certification.” 
— Roger E. Sanders  

DB2 Certification Guru
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DATABASE IN THE CLOUD

By Jin Zhang

Data pros are adopting cloud computing concepts to 
offer databases as a service—easing management 
burdens and sending users to cloud nine.

Get Your 

Clouds
Head in the 

It takes weeks to set up a new database. I need it now!”
“Our dev/test databases are a mess. Why aren’t they ever cleaned up?”
Any of these complaints sound familiar? Chances are, if you’re a data 

professional in a large enterprise, they do. Today’s IT departments are plagued 
with a backlog of data administration demands. From requests for new application 
development and testing databases to the backup and restore of ever-growing 
data volumes, there’s never a shortage of busywork to keep DBAs on the run. 

In an attempt to minimize the time that data professionals spend in reactive 
mode—responding to user requests with nonstop “database, clone, database, clone” 
tasks—some organizations are borrowing self-service concepts from the realm of 
cloud computing and moving toward a database-as-a-service or DBaaS model, 
where users can simply “reach into the cloud” and grab a database as needed.

It’s a tantalizing idea—especially for end users. System and software developers 
love the control they gain with the self-serve capabilities of DBaaS. When they are 
on a roll, rather than waiting for the IT department to come back a week later with 
a dev/test database, they can request and provision resources on the fly—keeping 
their momentum going and their ideas fresh. 

To make this vision a reality, however, data pros behind the scenes must do a 
considerable amount of legwork on the back end. Building a private data cloud and 
successfully rolling out DBaaS to end users requires DBAs to consider a number 
of factors, among them the underlying hardware infrastructure of the cloud, the 
overarching data “best practices” to be implemented and replicated by the cloud, 
and finally, the services interface that will bring all of these items seamlessly to end 
users to complete the picture.1

1DBaaS is being deployed today both on public clouds as a type of public service and on private, on-premises  
enterprise clouds. For ease of explanation, this article will focus on private, on-premises implementation scenarios.

“
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Breaking through the clouds
Cloud computing refers to a category of technology solutions 
that lets users access computing resources (in this case, data 
resources) on demand, as needed, whether the resources are 
physical or virtual, dedicated or shared, and no matter how 
they are accessed (via a direct connection, local area network 
[LAN], wide area network [WAN], or the Internet). 

To offer DBaaS on the cloud, enterprise IT depart-
ments must construct and manage a private enterprise 
data cloud—a platform consisting of storage hardware, 
virtual images, database schemas, and more—and make 
that cloud available to users through a services interface.

Once this infrastructure is in place, as database needs 
arise, users can simply go to the cloud, request the resources 
they require, and gain instant access to their own personal 
database on demand. When they no longer need the data 
assets, the assets are recycled back into the cloud for 
reassignment, rather than being left wasted and idle. 

Step one: Build the cloud foundation
Your first stop on the way to constructing a cloud computing 
environment and delivering DBaaS will be to consider your 
underlying hardware infrastructure and ensure that it is 
aligned with DBaaS goals (see Figure 1). Because of the 
way most IT departments are structured, these hardware 
decisions aren’t likely to take place in a vacuum. In reality, 
most DBAs will need to collaborate with system adminis-
trators and enterprise architecture counterparts to reach 
a consensus about what the hardware infrastructure will 
look like. This process may require compromises on all 
sides, so try to enter the conversation with a clear under-
standing of your top hardware priorities and your “nice to 
haves.” Not sure what those priorities should be? Read on.

As in any hardware purchase decision, many attri-
butes will factor into the discussion—platform, storage 
size, speed, cost, and more. To support DBaaS on the cloud, 
above all you will want to ensure that your hardware is as 

Figure 1: An infrastructure optimized for database cloud delivery emphasizes simplicity and efficiency through automation and  
hardware standardization.
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standardized as possible. Because it is far easier to auto-
mate one script running through an open, homogeneous 
system than many different scripts across a heterogeneous 
one, standardization is the key to automation. DBaaS at 
its heart is nothing but automation—the automation of the 
process of setting up and provisioning a database—so the 
more uniform your hardware platform is, the simpler it 
will be to set up DBaaS. 

Next, take a look at the storage options available 
to support your database. Make sure you have a clear 
understanding of the types of features you will receive 
out of the box—including attributes such as high avail-
ability, disaster recovery, and autonomics—as well as 
the overall storage capacity and capabilities of your 
hardware infrastructure. Because this platform will ulti-
mately form the foundation of your DBaaS offering, it is 
critical that you understand exactly what it is capable 
of—and what you can pass on to your end users. If you 
put in place a storage foundation that has exceptional 

reliability, availability, and serviceability (RAS) capabili-
ties, for example, you will be better equipped to provi-
sion databases on the cloud that are resilient and highly 
available as well.

Step two: Identify common workloads and 
best practices
The next stage of DBaaS planning gives you the chance, 
as an experienced data pro with intimate knowledge 
of the inner workings of your organization and its data 
structures, to shine. The most critical step toward deliv-
ering DBaaS that truly brings value to your end users is to 
decide ahead of time what type of database templates and 
images should be made available on the cloud. To make 
such decisions, you must identify the common workloads 
and key processes that take place in your business envi-
ronment, and collect best practices. These are the prime 
candidates for automation and delivery through DBaaS 
and the key to its successful rollout. 

IBM database platforms 
and DBaaS on the cloud

The main article discusses 
how data pros can deliver 
DBaaS to their own end users 
by constructing private data 
clouds. IBM is committed to 
helping you build and deliver 
DBaaS via on-premises 
enterprise clouds, and is 
working to implement these 
capabilities on its cloud-
enabled databases: IBM 
DB2 and IBM Informix.

Today, IBM makes data 
management services on 
these platforms available 
on the cloud via an 
infrastructure-as-a-service 
(IaaS) model—or public cloud 
approach—with a choice 
of deployment options.

IBM DB2 for z/OS and 
DB2 for Linux, UNIX, 
and Windows (LUW)

Because of the versatility 
of the DB2 interface and its 
mixed workload, multiplatform 
support, DB2 is well 
suited for cloud computing 
environments. Currently, 
DB2 LUW is available on the 
IBM Smart Business Cloud, 
IBM WebSphere Cloudburst 
Appliance, RightScale Cloud 
Management Platform, 
and Amazon Elastic 
Compute Cloud (EC2). 

IBM Informix

IBM Informix provides a 
cloud-aware platform that 
enables DBAs to get started 
quickly on the cloud using 
automation features to speed 
deployment and accelerate 
storage provisioning. IBM 
Informix is now available 
on the IBM Smart Business 
Cloud, Amazon EC2, and 
Virtual Computing Lab 
(VCL) academic cloud.
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For example, DBAs can work hand-in-hand with line 
of business managers to identify “must have” data sets and 
use this information to create database templates that 
connect efficiently into front-end systems, work well with 
querying tools, and may be easily cloned for future provi-
sioning via DBaaS. Then, personnel and systems can reach 
into the cloud and access entire templates that contain the 
latest data, up-to-the-minute information, and data struc-
tures—without creating the data administration hassles of 
schema changes, mapping, data migration, and more. 

In other enterprise environments, DBAs may choose 
database images—often incorporating industry-specific 
metadata and reference data—as candidates for automa-
tion. A DBA familiar with business requirements can isolate 
an instance of a production database containing a critical set 
of tables, views, triggers, and stored procedures—as well as 
key reference data—to create a database image to be auto-
mated through DBaaS. When the business requests a data-
base to support a new branch or test an application, there 
will be no need to wait for weeks while DBAs construct it. 
Rather, it will be instantly available via DBaaS on the cloud. 

Step three: Establish a delivery model
Now that you’ve decided on your hardware infrastructure 
and identified the processes and procedures to be auto-
mated through DBaaS, your final step will be to work with 
end users to educate and help them select the interface 
through which these data services will be made available. 

There are three main methods of accessing DBaaS: 
through a graphical user interface (GUI), command line 
interface (CLI), or directly via a standard representational 
state transfer (REST) interface. Which interface you ulti-
mately employ will depend a great deal on end-user pref-
erence. For example, while GUI is the most user-friendly 
approach of the three, if end users already utilize appli-
cations that employ CLI, they may not wish to switch. 
Alternatively, users may wish to eliminate the need for 
human intervention entirely and promote tighter integration 

with their environment by programming applications to  
communicate directly with DBaaS via REST. When you know 
the options, you can work with your users and help guide 
them to the DBaaS interface best suited to their particular 
wants and needs, and together select the wrapper that will 
pull the entire DBaaS package together.

A cloud with a silver lining
It’s no secret that managing the rapidly expanding data 
volumes and database administration needs of today’s 
large enterprises is no mean feat. DBAs have a tough job 
and there are no two ways about it. The good news is that 
with DBaaS, data pros are in a unique position not only to 
give end users new levels of freedom and service, but also to 
get off the hamster wheel of routine data tasks and on to 
the good stuff. And while it may take some groundwork to 
get there, as far as a cloud with a silver lining, that’s just 
about as good as it gets.  

Jin Zhang is a program director at IBM’s Information 

Management CTO office.  

 

To learn more about providing database services in the  

cloud and IBM-specific product offerings in this area, 

please contact the IBM DBaaS development team led  

by Mark Wilding (mwilding@ca.ibm.com) and Berthold 

Reinwald (reinwald@almaden.ibm.com).
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IBM products and technologies available to support cloud  

computing initiatives: 

ibm.com/developerworks/cloud 

DB2-specific: 

ibm.com/developerworks/downloads/im/udb/cloud.html  

Informix-specific: 

ibm.com/developerworks/downloads/im/ids/cloud.html 
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These days, executives are more concerned 
than ever about unauthorized access to data 
entrusted to their organizations. Their fears 
are justified: a recent survey showed that 
about a third of those polled would quit doing 
business with a company they perceived to be 
guilty of a data security breach. This is why 
there is such high demand for DB2 experts 
who can tighten up data access controls. 

Role-based security is a great way to protect 
your organization’s information assets, and it’s 
probably easier to implement than you think. 
DB2 roles—and their close relatives, trusted 
contexts—have been available since the release 
of DB2 9.5 for Linux, UNIX, and Windows 
(LUW) and DB2 9 for z/OS. But although 
these DB2 releases became generally avail-
able more than three years ago, many users 
still seem confused regarding the purpose and 
advantages of roles and trusted contexts. I’ll try 
to clear things up in this article.

A better way to manage  
DB2 privileges
First, the introduction of roles and trusted 
contexts did not introduce any new DB2 privi-
leges. Rather, this security capability provided a 
new way to assign and manage privileges. They 
can now be granted to roles instead of being 
assigned directly to users’ authorization IDs. 
You can also limit the scope of granted privi-
leges by restricting their use to trusted connec-
tions that conform to defined trusted contexts. 

Managing DB2 security this way can 
be particularly useful when dealing with a 
common client/server computing scenario: 
An application running on a Java or a .NET 
(or some other) application server issues 

SQL statements that are executed on a DB2 
database server (in a DB2 for z/OS environ-
ment, the SQL statements would likely flow 
through the Distributed Data Facility, or 
DDF). Individual users authenticate them-
selves at the application server, but the 
application itself presents to DB2 a generic 
authorization ID and password that are hard-
coded in a program. 

If the SQL statements are dynamically 
prepared at the DB2 server—as is often the 
case for programs that use database inter-
faces such as JDBC or ODBC or ADO.NET—
the application’s generic authorization ID 
must be granted table privileges (SELECT, 
INSERT, UPDATE , DELETE) on target objects to 
enable successful statement execution. 

But lots of programmers could know 
the application’s DB2 authorization ID and 
password—because, as mentioned, these are 
embedded in program code. Someone could 
then use that ID and its privileges to access 
data in the database from outside the applica-
tion, seriously weakening security.

A useful analogy
To use an analogy from the real world, my 
eldest daughter is less than a year away from 
getting her driver’s license. If only I could 
manage her driving with something like DB2 
roles and trusted contexts, perhaps I could 
better control her access to our cars. I could 
set something up so that she could exercise 
the privilege of driving only between home 
and school, and only in the minivan (not the 
sport sedan). An impossible dream for me, of 
course, and probably a nightmare from my 
daughter’s perspective. 

Grant privileges to a what, not a who
Securing DB2 Data 
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Using roles and trusted contexts
But you can do something very similar in DB2 if 
you use DB2 9 for z/OS in new function mode, 
or DB2 10 for z/OS. Administrators of DB2 9.5 
for LUW, 9.7, and later versions have the same 
capability: instead of granting to a generic 
authorization ID a set of privileges required to 
execute an application’s dynamic SQL state-
ments, you could grant the privileges to a role. 

Now, merely granting privileges to a role 
accomplishes next to nothing. Why? Because 
DB2 has no way of knowing either who can use 
the role’s privileges, or the circumstances under 
which the role can be used at all. 

That’s where defining a trusted context 
comes in. The trusted context limits the exer-
cise of a role’s privileges to users connecting 
to DB2 from a particular application server—
identified by an IP address—through an 
application that provides to DB2 a particular 
authorization ID, referred to as a “system” 
authorization ID. 

Because the privileges needed to execute 
the dynamic SQL statements issued by the 
application are assigned to a role and not to 
an ID, the application’s generic authorization 
ID is useless (in terms of providing someone 
with a means of accessing DB2 data) unless 
it has the privileges of the aforementioned 
role. And it can have those privileges only 
when it is used to connect to DB2 from the 
application server whose IP address is an 
attribute of the trusted context that specifies 
the conditions under which the role can be 
used. This way, security is much tighter than 
it would be if the application’s generic ID had 
privileges that could be exercised regardless 
of the “come from” connection type.

But wait, there’s more!
That’s pretty cool, but you can also set things 
up so that only certain individual user IDs can 
use the role in the defined connection context. 

You have a few choices here:

� If you use the IBM WebSphere Application 
Server, you can propagate an end user’s 
identity to DB2 by setting the database 

property propagateClientIdentityUsingTrust-

edContext to 'true'.

� There are application programming inter-
faces (APIs) for JDBC (such as getDB2Con-

nection), CLI (the SQL_ATTR_TRUSTED_

CONTEXT_USERID attribute and the 
SQLSetConnectAddr functions), and .NET 
(where the connection string keyword 
UserID corresponds to the end user) that 
can be used by an application to estab-
lish a trusted connection to DB2, reuse a 
trusted connection with a different end-
user ID, and propagate that end-user ID to 
the DB2 server.

� If the requester is a DB2 for z/OS system, 
you can provide the “system” authoriza-
tion ID for a trusted connection in the 
requester’s communications database 
(specifically, in the SYSIBM.USERNAMES 
table). End users’ IDs will be propagated 
to the DB2 server as the trusted connec-
tion is reused.

Not only does this functionality let you 
restrict a role’s privileges to designated users of 
a particular trusted connection, it also lets you 
get DB2 (and Resource Access Control Facility, 
or RACF) audit information that contains end 
users’ individual IDs. This works even when 
those users are connecting to DB2 through an 
application that itself provides a single generic 
authorization ID when establishing connec-
tions to DB2.

If you do send end-user IDs to DB2 from 
an application server, you can get even more 
granular with respect to the roles associated 
with a given trusted context. For example, 
a trusted context could have a default role, 
ROLE_A . Assuming that the application for 
which the trusted context is defined propa-
gates end-user identities to DB2, you could 
indicate that another role, ROLE_B , is usable 
by end user SMITH for a trusted connection by 
specifying WITH USE FOR SMITH ROLE ROLE_B 
on the CREATE TRUSTED CONTEXT statement. 
If you require authentication information—
a password, for example—for SMITH to use 
ROLE_B , you’d add WITH AUTHENTICATION to 
the preceding WITH USE FOR clause. 

Note that when you omit the WITH USE 

FOR clause of CREATE TRUSTED CONTEXT, it is 
as though you specified WITH USE FOR PUBLIC 

WITHOUT AUTHENTICATION . This means that 
the privileges of the default role associated 
with the trusted context are available to any 
individual who uses a trusted connection as 
defined by the trusted context. 

You can even specify in a trusted context 
definition that a requester must commu-
nicate with DB2 using the Secure Sockets 
Layer (SSL) cryptographic protocol. Just make 
ENCRYPTION 'HIGH' one of the attributes of the 
trusted context. (ENCRYPTION 'LOW'  corre-
sponds to 64-bit DRDA encryption.)

Now, here are a couple of important things to 
remember about trusted contexts:

� For a mainframe DB2 server, a trusted 
context can also be defined for a local 
connection to DB2 through a batch job or 
a started task.

� A trusted context can be set up to make 
the context’s default role the owner of any 
object created using the role’s privileges.

The catch
When a user establishes a trusted connec-
tion with a DB2 subsystem—in accordance 
with a defined trusted context—he or she has 
the privileges of the associated role plus any 
privileges granted directly to his or her ID. The 
point here: roles and trusted contexts limit 
the exercise of DB2 privileges only if those 
privileges are not widely granted to users’ 
DB2 authorization IDs. The assumption is 
that you’ll begin to REVOKE privileges previ-
ously granted to individual user IDs (and/or 
to RACF—or equivalent—group IDs) as you 
phase in the use of roles and trusted contexts. 

Setting up role-based security is easier 
than most people think. And as long as 
organizations seek better control over their 
information, there will be a demand for the 
increasingly fine control over data assets 
that DB2 provides. It’s the wave of the future, 
folks. Catch it now, and you’ll be ahead of  
the game.  
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The DB2 Problem 
Determination Tool

ooner or later, every DBA encounters prob-
lems. Consequently, a skill that every DBA 
must possess is the ability to perform a 
logical, systematic search of a database 
system for the source of any problems that 
might arise. Such a search often begins  
by answering basic questions like, “Where 
does the problem appear to be happening?” 
and “Under which conditions does the 
problem occur?” These types of questions 
help isolate the problem and provide a 
frame of reference in which you can limit 
your investigation. And in many cases, 
you must collect diagnostic data and then 
analyze that data to find a resolution. 

One of the best ways to collect diagnostic 
data in DB2 for Linux, UNIX, and Windows 
(LUW) database environments is by using 
the DB2 Problem Determination tool (other-
wise known as db2pd). In this column, I’ll 
describe how this tool works, and I’ll show 
you an example of how it can be used to 
troubleshoot a performance problem.

The DB2 Problem 
Determination tool
The DB2 Problem Determination tool (db2pd) 
is designed to retrieve diagnostic informa-
tion about a DB2 environment. Instead of 
utilizing snapshots, this tool attaches directly 
to DB2 shared memory sets to collect system 
and event monitor information. Because it 
doesn’t go through the DB2 engine, db2pd 

doesn’t need to compete for resources, 
making it very lightweight and efficient. And 
since db2pd works directly with memory, it 
can retrieve data quickly and in a very non-
intrusive manner. The only downside is that it 
may encounter data that is in the process of 
being changed at the same time that it’s being 
collected. Hence, data may not always be 
retrieved. (A signal handler is used to prevent 
db2pd from aborting abnormally when 
changing memory pointers are encountered; 
instead of aborting or reporting erroneous 
data, messages like “Changing data structure 
forced command termination” are returned in 
the output produced.)

Like the DB2 Command Line Processor, 
the DB2 Problem Determination tool can be 
run in interactive mode or directly from an 
operating system command prompt. To run 
db2pd in interactive mode, simply execute 
the command db2pd or db2pd -interactive . 
When either command is executed, you 
will be presented with a db2pd> command 
prompt, along with instructions on how 
to get information on db2pd’s use. From 
the db2pd> command prompt, enter one or 
more db2pd command options to collect 
the desired information; when you’re ready 
to exit the tool, enter q . On the other hand, 
to run the tool from an operating system 
command prompt, merely execute the 
command db2pd , followed by one or more of 
the options supported.
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Alternatively, you can store the desired 
options in an ASCII-formatted file or  
the DB2PDOPT environment variable and 
have db2pd retrieve them during execu-
tion. For example, to retrieve a set of 
db2pd command options from a file named 
PD_COMMANDS.TXT, you would enter a 
command (from the operating system com-
mand prompt) that looks like this:

db2pd -command pd_commands.txt

More than 50 commands and options are avail-
able and if you want to use them all, you can do 
so by executing the command db2pd –everything. 
This will cause db2pd to retrieve diagnostic 
information for all databases on all database 
partition servers. If you want to limit the type 
of information that gets collected, you must 
specify one of the following scope options: 

 `  -inst  
Specifies that only instance-level 
information is to be collected and 
displayed

 ` -database | -db | -d [DatabaseName] 
Specifies that only database-level 
information for the database specified is 
to be collected and displayed 

 ` -alldatabases | -alldbs  

Specifies that only database-level 
information for all available databases is 
to be collected and displayed 

 ` -dbpartitionnum [PartitionNumber]  

Specifies that db2pd is to run on the 
database partition server specified 

 ` -alldbpar titionnums  

Specifies that db2pd is to run on all 
active database partition servers in 
the instance (db2pd will report only 
information from database partition 
servers on the same physical machine 
that it is being run on) 

Two other handy options are –repeat 

and file=. With the former, you can repeat-
edly collect information at regular intervals; 
the latter tells db2pd to send all output to a 
specific external file.

Troubleshooting with db2pd
So just how can db2pd help you isolate the 
source of a problem? Suppose a database 
that resides on a storage area network (SAN) 
storage array exhibits poor performance 
every time a certain query is run against 
it. You suspect the poor performance is 
because a significant amount of disk I/O 
is being performed to satisfy the query. To 
test your hypothesis, you need to monitor 
buffer pool activity before, during, and after 
the query executes. One way to monitor this 
activity is by using the snapshot monitor; 
another is by using db2pd.

You can get a quick summary of all 
activity in all buffer pools for a database by 
executing a command that looks like this:

db2pd –db [DatabaseName] –buf ferpools

The output produced by this command  
will contain, among other things, the 
following information:

 ` Buffer pool ID, name, and page size

 ` Number of table spaces using the  
buffer pool

 ` Current size of the buffer pool (in pages)

 ` Number of logical data page reads 

 ` Number of physical data page reads

 ` Hit ratio for data pages 

 ` Number of logical index page reads 

 ` Number of physical index page reads 

 ` Hit ratio for index pages 

 ` Number of pages prefetched into 
the buffer pool, but never read

The hit ratios for data and index pages 
reflect the number of times a page request 
was handled by the buffer pool directly 
without requiring disk I/O. The more page 
requests that can be satisfied by a buffer 
pool, the better query performance will be. 
So, if hit ratios are low, a significant amount 
of disk I/O is taking place.

Some information db2pd can provide 
that you can’t easily get from other moni-
toring tools is the actual contents of a data-
base’s buffer pools. Consequently, if a buffer 

pool’s hit ratio is lower than expected, you 
can examine the contents of that buffer 
pool by executing a command that looks 
like this:

db2pd –db [DatabaseName] –pages [BufferPoolID]

This command will tell you what objects 
are stored in the buffer pool specified, as 
well as how many data, index, long field, 
large objects (LOBs), and XML pages are 
currently in the buffer pool for a given object.  
To correlate table names to object IDs, 
execute the following command and note 
the IDs assigned to each table (only tables 
that have been accessed will be shown in the 
output produced):

db2pd –db [DatabaseName] –tcbstats

Along with table IDs, this command will 
show you the number of full table scans that 
have been executed, as well as the number 
of insert, update, and delete operations that 
have been performed on each table.

By comparing the objects being refer-
enced by the query that’s exhibiting poor 
performance with the information collected 
with db2pd, you can easily determine if 
a large amount of disk I/O is the source of 
the performance problem. And once you 
have identified the source, you can take the 
proper steps to remedy it.

Conclusion
With more than 50 options to choose from, 
using db2pd can be a little intimidating 
at first. But with a little experimentation, 
and a close examination of the informa-
tion provided for the db2pd command in 
the DB2 Information Center, you should be 
able to use this tool effectively in a relatively 
short amount of time. (The material in the 
Information Center will help you decipher 
the output produced when different options 
are used.) And hopefully, the next time a 
problem arises in your database environ-
ment, you’ll be able to take advantage of this 
tool to resolve the problem quickly. 



42 IBM Data ManageMent     Issue 2, 2011

In the last issue, I began a series of columns 
concerning new aspects of ORDER BY. This 
column—Part 2—covers the impact of using 
the CREATE/ALTER INDEX RANDOM order option 
on sort avoidance. It also covers the issue of 
coding only GROUP BY COL1, COL2 versus coding 
both GROUP BY COL1, COL2 and a follow-up 

ORDER BY COL1, COL2 in a SQL statement.

A brief review of sort avoidance 
Sort syntax such as ORDER BY and GROUP BY 
does not necessarily cause a data sort. With 
the appropriate access path, the ORDER BY or 
GROUP BY requirement can be met without 
sorting. (An appropriate access path means 
that an index is available and used so that the 
index drives the access to the data. DB2 can 
then return qualified rows to the program in 
the desired order, the order of the index.)

But what happens when the order of the 
index column is random? Before DB2 9 for z/OS, 
we could CREATE indexes with columns that 
had ascending key values and/or descending 
key values. As of DB2 9, we can also CREATE 
indexes with columns that we designate as 
RANDOM . When we use this option, key values 
are encoded so that the values are stored 
randomly. Note that identical key values will 
encode the same and will therefore be contig-
uous. Let’s look at an example of index data 
where one of the columns is RANDOM . Assume 
an index on DEPTNO ASCENDING, LASTNAME 

RANDOM, EMPNO ASCENDING in which the 
decoded values are as follows:

ASC RANDOM ASC
DEPTNO LASTNAME EMPNO
A01   Yothers    12345
A01   Josten 21234
A01   Josten 21235

A01  Miller 14567
A01  Miller 14568
A01  Miller 14569
B01   Zagelow 16657
B01 Bossman 15678
B01 Bossman 15679

Notice that DEPTNO is in ascending order.  
LASTNAME is in random order within each 
DEPTNO, but like values are contiguous. EMPNO 
is in ascending order within the like values  
of LASTNAME.

The costs and benefits of RANDOM
Why would anyone want to keep index data 
in random order? Currently, online transac-
tion processing (OLTP) workloads in a data 
sharing environment can experience conten-
tion on index pages, especially during INSERTs, 
when an application program INSERTs into 
indexes with columns that contain current time-
stamps or ever-increasing values. These column 
types often create insertion hot spots on index 
pages. Then applications must wait to acquire 
busy index pages. 

We can use randomized index key columns 
to reduce contention, but at what cost? There 
may be more CPU usage and getpage operations, 
as well as more index page read and write I/Os. 
The RANDOM option is useful when ascending 
insertions or hot spots cause this contention 
but the resulting cost is not prohibitive.  

Another possible issue is that while each 
distinct column value is stored randomly, 
like-kind values are contiguous. Therefore a 
randomized index column can relieve conten-
tion problems for sets of similar or sequential 
values, but it’s no help with identical values. 
Identical values encode the same, and each is 
inserted at the same place on the index tree.

Information: Part 2
New ORDER BY

The impact of using the RANDOM index 
option on ORDER BY sort avoidance
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Here are some interesting facts (some 
beneficial and some not) about the RANDOM 
column option. 

It allows equality predicate lookups, such 
as LASTNAME = :LN, but it does not support 
matching range lookups, such as LASTNAME > 

:LN. The option can be used in nonmatching 
index scans in a screening fashion and as 
part of index-only access. Even though 
values are stored as random encoded values, 
we can retrieve the original, decoded value 
of the column. The option causes RUNSTATS 
to populate HIGH2KEY and LOW2KEY with 
the original, decoded value of the column. 
Finally, the RANDOM column option cannot 
be specified in the following cases: 

 ` For an index key column that 
is of variable length 

 ` If the index is created with the NOT 

PADDED option
 ` As part of the GENERATE KEY USING clause 

 ` If the RANDOM column is used to determine 
the partition location of a table row 

Also, DB2 cannot use random order 
index columns as part of a sort merge join. 
If a join is between one table that has an 
ascending index on the join column and a 
second table that has a randomized index 
column, the indexes are not in the same 
order and cannot be merged.

Sort avoidance with  
RANDOM columns
Now, what happens if the index that  
would have been ideal for DB2 to use to 
avoid a data sort is not an ordered list, but 
rather random?

For the examples that follow, we will 
use our three-column index on DEPTNO, 
LASTNAME RANDOM, EMPNO to determine how 
DB2 might (or might not) use an index for 
sort avoidance.

1) SELECT DEPTNO, LASTNAME, … FROM BIGTABLE

 WHERE DEPTNO in ('A01', 'B01') 

 ORDER BY DEPTNO

For this ORDER BY, DB2 has no problem with 
the RANDOM column. The RANDOM column is 
not part of our ORDER BY. We can match on one 
column, and if we use the index the traditional 
way, the data will come back in DEPTNO order.

 A01   Yothers   …
 A01   Josten     …
 A01   Josten     …
 A01  Miller      …
 A01  Miller      …
 A01  Miller      …
 B01   Zagelow … 
 B01 Bossman …
 B01 Bossman  …

2) SELECT EMPNO, … FROM BIGTABLE

 WHERE DEPTNO = 'A01' 

  AND LASTNAME = 'MILLER'

 ORDER BY EMPNO
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Again, there is no problem here with the 
RANDOM column. Because like-kind values 
of the RANDOM column are stored together, 
DB2 can do an equal lookup, matching on 
two columns of our index. And, if DB2 uses 
the index the traditional way, the data will 
come back in EMPNO order.

 14567 …
 14568 …
 14569 …

3) SELECT LASTNAME, EMPNO, … FROM BIGTABLE

 WHERE DEPTNO = 'A01' 

 ORDER BY LASTNAME, EMPNO

Here DB2 can match on only one column, 
and since LASTNAME is random, DB2 must 
do a data sort to bring our rows back in 
LASTNAME , EMPNO order.

   Josten  21234 …
   Josten  21235 …
 Miller  14567 …
 Miller  14568 …
 Miller  14569 …
   Yothers     12345 …

4) SELECT LASTNAME, EMPNO, … FROM BIGTABLE

 WHERE DEPTNO = 'A01' 

      AND LASTNAME BETWEEN 'MILLER' AND 'YOTHERS'

 ORDER BY LASTNAME, EMPNO

In this example, DB2 can match only 
on DEPTNO and must do an index scan, 
screening on LASTNAME within that one 
value of DEPTNO to find all of the index 
entries where LASTNAME is between our low 
value and our high value. The index rows 
will not be in LASTNAME order within DEPTNO 

A01. Therefore, DB2 must sort to satisfy the 
ORDER BY.

 Miller  14567 …
 Miller  14568 …
 Miller  14569 …
   Yothers     12345 …

5) SELECT LASTNAME 

 FROM BIGTABLE

 WHERE DEPTNO = 'A01'

In this example, there is no ORDER BY. In 
what order will our rows be returned? Since 
both LASTNAME and DEPTNO are part of the 
index, we will get index-only access. We have 
one matching predicate on DEPTNO. Since 
DB2 will only use the index the “traditional”  
way for index-only access, the rows will be 
returned just like our index data, in groups of 
identical LASTNAMEs in random order.
  
  Yothers     
  Josten  
  Josten  
  Miller  
  Miller  
  Miller 

6) SELECT DEPTNO, LASTNAME, COUNT(*)

 FROM BIGTABLE

 GROUP BY DEPTNO, LASTNAME

In this example, DB2 will not have to sort. 
Our index is in DEPTNO order, and within that 
order, in groups of identical (but unordered) 
values of LASTNAME . Therefore, using control 
break logic, DB2 can return distinct DEPTNO, 
LASTNAME combinations without sorting. 
The rows will be in DEPTNO order but will not 
be in LASTNAME order within each DEPTNO. 
The answer is accurate because we did not 
ask that the rows be returned in ORDER ,  
only GROUPed.

 A01   Yothers  1
 A01   Josten 2
 A01  Miller 3
 B01   Zagelow 1
 B01 Bossman 2

Because LASTNAME is random in the 
index, if we want our rows to be in LASTNAME 
order within DEPTNO, we must add an ORDER 

BY clause. This requirement to add an ORDER 

BY clause in addition to the GROUP BY clause 
is new with the RANDOM option. Before DB2 9, 
we needed to add an ORDER BY only if we 
had more than one index that could be 
chosen to do the grouping. Remember, we  
do not have an ASC or DESC option on GROUP 

BY. Therefore, if we have an INDEX on COL1 

ASC , COL2 DESC , as well as an index on COL1 

DESC , COL2 DESC , either index can be used to 
avoid the GROUP BY sort, and the one chosen 
will determine the order of the output 
rows. To avoid unpredictable output in this 
situation, we would need to code the ORDER 

BY clause (even before DB2 9).  

A more realistic example
Consider the following realistic example of 
a situation where the RANDOM option might  
be preferable.

A user defines an index on the INVOICE_

NUMBER column of the INVOICE_MASTER table 
in ASCENDING order. The user then inserts 
rows with an ascending sequence of values 
for the INVOICE_NUMBER column (0000100, 
0000200, 0000300, ...). The index rows will be 
inserted at the end of the index, creating a hot 
spot. In this particular index, the user looks 
up specific invoices only by their INVOICE_

NUMBER—in other words, only equality predi-
cates are applied to the INVOICE_NUMBER 
column. To reduce contention, DROP and 
re-CREATE the index using the RANDOM option.

With the RANDOM specification, the unique 
INVOICE_NUMBER values will now be stored 
randomly throughout the index, preventing the 
contention that results from always inserting 
values at the end. Because the common use 
of this index is for looking up specific invoices 
by INVOICE_NUMBER, the new RANDOM ordering 
option provides a good solution.

A caution regarding RANDOM
We must be careful with the RANDOM option 
and ensure that our solution is not creating 
more cost from increased CPU, I/O, and sort 
overhead. The option is best used when we 
are actually solving a contention problem, 
when our predicates on the random column 
are EQUAL predicates or, if not EQUAL , the 
random columns do not often appear in 
ORDER BY clauses. The benefit must outweigh 
the additional cost or the RANDOM option 
will cause more problems than it solves. And, 
once we begin using the RANDOM option, we 
must be very careful to code both a GROUP BY 

and an ORDER BY when order matters.  

PROGRAMMERS ONLY/BONNIE BAKER
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Performance tuning is a continuous process for 
every DBA. My company has conducted three 
Fastest Informix DBA contests to highlight 
and learn what goes on in this process. Last 
year at the 2010 IIUG Informix Conference 
in Kansas City, we did something a little 
different that I have wanted to share with you 
for a while. Previous contests had focused 
on improving batch processing performance 
time; in 2010, we used transactions per 
minute as the benchmark. The results are 
very relevant to any DBA that must maintain 
and tune an online transaction processing 
(OLTP) system.

In the last contest, we used an open source 
OLTP benchmark, called BenchmarkSQL, 
that closely resembles the TPC-C standard 
for OLTP. It’s a Java program that generates 
100 sessions performing a mix of inserts, 
updates, and deletes against any database. 
The folks at AGS, creators of ServerStudio, 
converted the benchmark to run with 
Informix, and we converted the database to 
Informix. We challenged contestants to get 
the most transactions per minute during a 
10-minute benchmark run. 

Concurrent user performance
DBAs are accustomed to seeing multiuser 
OLTP environments, but this is the first year 
our contest incorporated that challenge—and 
it was a big one! When the benchmark starts, it 
instantly creates 100 very active user sessions 
that select, add, update, and delete records 

at the same time. With the default Informix 
setup, these sessions create lots of locking and 
concurrency errors. Tables created by Informix 
default to page-level locking, so when two or 
more users attempt to update a row on the 
same page, at least one will get a lock error. 

The first thing every contestant needed 
to do was change every table to row-level 
locking. In any real OLTP database, imple-
menting this change can be a problem. To 
determine which tables in a database have 
page-level locking and need to be modified to 
row-level locking, I use a helpful SQL script: 
genlockmod.sql (see Figure 1). This script 
will read the Informix system tables, find out 
which tables have page-level locking, and 
then generate another SQL script to change 
those tables to row-level locking. 

Next, contestants needed to add appro-
priate indexes to each table, so that Informix 
would not scan the whole table to find the 
row it needed to update. This wasn’t too diffi-
cult, as this benchmark database has only 
nine tables, and we provided the contestants 
a couple of hints: a list of the top SQL state-
ments used by the benchmark, and a sample 
script with the primary keys for each table.

However, in the real world, adding the 
indexes can be difficult, and there is no magic 
SQL trick to do that—you must know the 
SQL statements being used and which fields 
are predicates in the where clauses for those 
SQL statements. In real life on large databases 
with thousands of tables, I use the sysmaster 
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database table systabprof and the column seqscans to identify which 
tables may need an index. Figure 2 shows the code for tabscans.sql, 
which identifies the tables with the most sequential scans.

Sometimes a table is so small that it is faster to do a sequential scan 
on a table that fits in one or two pages, than to read index pages and 
data pages to find a row. 

Disk layout for performance 
The contest machine ran Linux with four CPUs and 3 GB of memory, 
but only one disk drive. Databases are very disk I/O intensive, so the 
single drive was a significant limiting factor. It also meant that a lot of 
the sophisticated disk layout tuning that you can do with Informix did 
not help. In fact, the DBA with the fastest time did not make any changes 
to the baseline disk layout: four dbspaces, a rootdbs, a logdbs, a tempdbs, 
and a datadbs. The second fastest DBA added one dbspace to move the 
physical log from the rootdbs to a separate dbspace, but in my testing 
I have found that layout to be slightly slower since the dbspaces are all 
on the same physical disk. Configuring different page sizes did not help 
much either. 

With only one disk, is there anything that will help I/O? Four of 
the top five contestants turned on Direct I /O, a new parameter in the 
ONCONFIG file that works on Linux and AIX systems to speed up disk 
I/O to file systems. Another strategy is to limit the number of processes 
writing to disk to avoid I/O contention between the processes: mini-
mize the number of CLEANERS , LRUs , and AIOVPs .

Memory tuning
In many cases, the biggest performance increases will come from 
adding as many buffers as you can. Informix uses buffers to store data 
on the first request, so that it can be shared and reused with other users 
without the cost of reading it again from disk. The benchmark machine 
was running a 32-bit version of Informix and was limited to 2 GB of 
memory (the 64-bit version of Informix does not have this limit). The 
top two entries used as much as possible for buffers, 1.6 GB and 1.5 GB 
respectively. They all also examined the amount of virtual memory and 
set SHMVIRTSIZE accordingly. The top two also set the RESIDENT param-
eter to -1, which tells Linux to keep all the Informix memory segments 
in memory and not swap them to disk. 

Another key parameter used was DS_NONPDQ_QUERY_MEM . This 
parameter allows you to increase the default memory for user sort space. 
If the sort will fit in memory, it will be very fast; otherwise, it overflows to 
disk and will be much slower. On OLTP systems, where user sessions are 
performing quick queries, tuning this parameter can be very important. 

CPU tuning
Informix has an ONCONFIG parameter VPCLASS that controls how 
many CPUs will be used by the database server. This is also critical 
to get right. The default is to use only one CPU. The machine in the 
contest had four CPU cores, and the top configuration tuned Informix 
to use all four CPU cores. The only process running on this machine 
was the database server. Two of the contestants set the number of 

{

-- Author: Lester B. Knutsen 

-- Email: lester@advancedatatools.com

-- Advanced DataTools Corporation

-- Description: Generate SQL to set row level locking for all database 

tables

}

output to lockmod.sql without headings -- Create SQL script and don't 

include column headings

select "alter table " , -- Text to alter table

trim(tabname) , -- Table name

" lock mode (row);" -- Text to change the lock mode

from systables

where tabid > 99 -- Don't get the systables

and tabtype = "T" -- Get real tables not views

and locklevel = "P" -- Get tables with page level locking

order by tabname;

Figure 1: The SQL script genlockmod.sql generates another script to alter 
tables to row-level locking.

{

-- Author: Lester B. Knutsen

-- Email: lester@advancedatatools.com

-- Advanced DataTools Corporation

-- Description: Sysmaster query to identify tables with the most scans

}

database sysmaster;

select dbsname,

 tabname,

 sum(seqscans) total_scans

from sysptprof

where seqscans > 0

group by 1, 2 

order by 3 desc;

Figure 2: The script tabscans.sql is a sysmaster query to identify tables with 
the most sequential scans.
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CPUs for Informix to be greater than the number of physical CPUs on 
the machine. The CPUs on this machine were fast enough to handle 
this setting, which helped their performance. 

Conclusion
One important note: performance tuning is very system specific. 
I took the top five contestants’ configurations and ran them on a 
different machine from the one we used for the contest, and I got very 
different results. Know the hardware configuration of your Informix 
server and tune accordingly.

Conducting this contest is one of the most exciting things I do every 
year, and the feedback I have received from the participants is very stim-
ulating. Since the IIUG Informix Conference, 28 people have downloaded 
the contest and run it on their own. Congratulations to all the DBAs who 
worked hard on this and especially to the winners of the contest. The results 
are listed in the sidebar “2010 Fastest Informix DBA contest winners.”   

BenchmarkSQL: http://sourceforge.net/projects/benchmarksql

RESOURCES

The Fastest Informix DBA and Grand Prize 

Winner: Tatiana Saltykova

Fastest IBM Developer (IBM employee):  
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Andrew Ford

Fastest Youngest DBA (under 30):  

Pam Siebert
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Informix): Wenching Chiang

Fastest Domestic DBA (U.S. resident):  

Eric Rowell

The winners and the results of the 

contestants are available at www.

advancedatatools.com/Informix/index.html.

We are planning an exciting new contest for 

the 2011 IIUG Informix Conference on May 

15 to 18 of this year. For more information 

about the conference, visit  

www.iiug.org/conf/2011/iiug.
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ast February saw a lot of excitement, as IBM’s 
Watson supercomputer beat the humans Ken 
Jennings and Brad Rutter on Jeopardy! But if 
you look behind Watson’s wonder, you’ll find 
some database technicians whose jobs weren’t 
that much different from the jobs of most 
DBAs. Without the long hours they worked 
tuning the DB2 database that stored meta-
data associated with Watson’s thought process, 
the outcome might have been different—or  
at least taken a lot longer to deliver.

Although Watson made the result look effort-
less, a lot of work was going on behind the scenes. 
The question-and-answer data for Watson itself 
was stored in the UIMA format, which is highly 
suited for the analysis of unstructured data. 
However, only a subset of the analysis metadata 
was important to understand how Watson 
arrived at its answers; this data was pulled out 
of the UIMA analysis metadata and stored in a 
Derby open-source database. 

A custom Web application, the Watson Error 
Analysis Tool (WEAT), was then used to visual-
ize the data. For example, after a series of test 
matches, the team would use the WEAT tool to see 
how Watson was thinking. “We wanted to see why 
it chose the wrong answer from its top options,” 
says Eddie Epstein, the IBM engineer responsible 
for Watson’s scalability. “What caused a wrong 
answer to be ranked ahead of a better one?”

But the WEAT tool wasn’t perfect. Running a 
single query could take minutes, and a group of 
developers all trying to use WEAT at the same 
time only made things worse. WEAT was work-
ing, and Watson was getting smarter, but the IBM 
team needed to make progress faster.

Enter Tong Fin, who implemented several key 
changes. First, he moved the data from the Derby 
database to DB2. This immediately improved 
performance, particularly for multiple WEAT 
instances accessing a common database. He also 
optimized the schema of the metadata within 
DB2 and achieved an order of magnitude speedup 
for the slowest queries. 

Finally, when Fin looked at the WEAT metadata 
results, he realized that for a large number of que-
ries, Watson was accessing a common set of data. 
Only for a smaller number of queries was it access-
ing a subset of that data. Fin separated the subset 
of less-common data into a second table, and 
then optimized the first table to run even faster. 

The result of Fin’s work? WEAT ran faster, the 
development process went faster, and well, you  
know the rest. Watson set a new mark for what com-
puters can achieve—and a DBA helped it get there.  

Howard Baldwin is a Silicon 

Valley–based freelancer who 

writes about business and 

technology issues.
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